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Preface to the Seventh Edition

Welcome to Intimate Relationships! I'm very pleased that you're here. I've been
deeply honored by the high regard this book has enjoyed, and am privileged to
be able to provide you another very thorough update on the remarkable work
being done in relationship science. The field is busier and broader than ever
before, so this edition contains several hundreds of citations to brand-new work
published in the last 3 years. You'll find no other survey of relationship science
that is as current, comprehensive, and complete.

I'm told that you won’t find another textbook that’s as much fun to read,
either. I'm very glad. This is a scholarly work primarily intended to provide
college audiences with broad coverage of an entire field of inquiry, but it’s
written in a friendly, accessible style that gets students to read chapters they
haven’t been assigned—and that’s a real mark of success! But really, that’s also
not surprising because so much of relationship science is so fascinating. No
other science strikes closer to home. For that reason, and given its welcoming,
reader-friendly style, this book has proven to be of interest to the general pub-
lic, too. (As my father said, “Everybody should read this book.”)

So, here’s a new edition. It contains whole chapters on key topics that other
books barely mention and cites hundreds more studies than other books do.
It draws on social psychology, communication studies, family studies, sociol-
ogy, clinical psychology, neuroscience, and more. It's much more current and
comprehensive and more fun to read than any other overview of the modern
science of close relationships. Welcome!

What’s New in This Edition

Each chapter now contains new pedagogical tools, thought-provoking Points
to Ponder, that invite readers to think more deeply about intriguing phenom-
ena and to inspect their personal reactions to the text material. The Points
will serve equally well as touchstones for class discussion, topics for indi-
vidual essays, and personal reflections regarding one’s own behavior in close
relationships.

viii



Preface to the Seventh Edition X

In addition, this edition contains 727 new references that support new or
substantially expanded discussion of topics that include:

Prayer Cues to deception

Revenge Social networking

Cheaters Perceived similarity
Churning Friends with benefits
Having fun Relationship turbulence
The color red Attachment mismatches
Gay marriage Smell and chemosignals
Online dating Compassionate love acts
Responsiveness Social contagion of divorce
Ovulatory shifts Long-distance relationships

Facebook Friends
Sex on a first date

Facial width-to-height ratios
Computer-mediated communication

I have produced new PowerPoint slides that outline the chapters, and they and
a new Instructor’s Manual and Test Bank are available online at www.mhhe.
com/millerint7e.

What Hasn’t Changed

If you're familiar with the sixth edition of this book, you’ll find things in the
same places. Vital influences on intimate relationships are introduced in chap-
ter 1, and when they are mentioned in later chapters, footnotes remind readers
where to find definitions that will refresh their memories.

The book’s singular style also remains intact. There’s someone here behind
these pages; I occasionally break the third wall, speaking directly to the reader,
both to be friendly and to make some key points, and because I can’t help myself.
I'm always delighted, privileged, and honored to be granted the opportunity to
introduce this dynamic, exciting science to the newcomer—and readers report
that it shows.

Kudos and thanks go to Sharon Brehm, the original creator of this book,
and to Dan Perlman, the co-author who enticed me into doing it in the first
place. I've also been grateful for the wonderful support and assistance of edi-
torial and production professionals, Penina Braffman, Melanie Lewis, Melissa
Leick, Erin Guendelsberger, Sheri Gilbert, and Kala Ramachandran. Thanks,
y’all.

I'm glad you're here, and I hope you enjoy the book.

Gl
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The 7th edition of Intimate Relationships is now available as a
SmartBook™—the first and only adaptive reading experience designed
to change the way students read and learn:

SmartBook creates a personalized reading experience by highlighting the most
impactful concepts a student needs to learn at that moment in time. As a stu-
dent engages with SmartBook, the reading experience continuously adapts by
highlighting content based on what the student knows and doesn’t know. This
ensures that the focus is on the content he or she needs to learn, while simulta-
neously promoting long-term retention of material. Use SmartBook’s real-time
reports to quickly identify the concepts that require more attention from indi-
vidual students—or the entire class. The end result? Students are more engaged
with course content, can better prioritize their time, and come to class ready to
participate.

Key Student Benefits

* Engages the student in the reading process with a personalized reading
experience that helps them study efficiently.

* SmartBook includes powerful reports that identify specific topics and
learning objectives the student needs to study.

e Students can access SmartBook anytime via a computer and mobile devices.
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Key Instructor Benefits

e Students will come to class better prepared because SmartBook personal-
izes the reading experience, allowing instructors to focus their valuable
class time on higher level topics.

e Provides instructors with a comprehensive set of reports to help them
quickly see how individual students are performing, identify class trends,
and provide personalized feedback to students.
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How does SmartBook work?

* Preview: Students start off by Previewing the content, where they are asked
to browse the chapter content to get an idea of what concepts are covered.

® Read: Once they have Previewed the content, the student is prompted to
Read. As he or she reads, SmartBook will introduce LearnSmart questions
in order to identify what content the student knows and doesn’t know.

® Practice: As the student answers the questions, SmartBook tracks their
progress in order to determine when they are ready to Practice. As the stu-
dents Practice in SmartBook, the program identifies what content they are
most likely to forget and when.

® Recharge: That content is brought back for review during the Recharge pro-
cess to ensure retention of the material
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CHAPTER 1

The Building Blocks of
Relationships

THE NATURE AND IMPORTANCE OF INTIMACY ¢ THE INFLUENCE OF
CULTURE ¢ THE INFLUENCE OF EXPERIENCE ¢ THE INFLUENCE OF INDIVIDUAL
DirrERENCES ¢ THE INFLUENCE OF HUMAN NATURE ¢ THE INFLUENCE
OF INTERACTION ¢ THE DARK SIDE OF RELATIONSHIPS ¢ FOR YOUR
CONSIDERATION ¢ CHAPTER SUMMARY

How’s this for a vacation? Imagine yourself in a nicely appointed suite with a
pastoral view. You've got cable, video games, plenty of books and magazines,
and all the supplies for your favorite hobby. Delightful food and drink are pro-
vided, and you have your favorite entertainments at hand. But there’s a catch:
No one else is around, and you have no phone and no access to the Web. You're
completely alone. You have almost everything you want except for other peo-
ple. Texts, tweets, and Facebook are unavailable. No one else is even in sight,
and you cannot interact with anyone else in any way.

How’s that for a vacation? A few of us would enjoy the solitude for a
while, but most of us would quickly find it surprisingly stressful to be com-
pletely detached from other people (Schachter, 1959). Most of us need others
even more than we realize, and there’s a reason prisons sometimes use solitary
confinement as a form of punishment: Human beings are a very social species.
People suffer when they are deprived of close contact with others, and at the
core of our social nature is our need for intimate relationships.

Our relationships with others are central aspects of our lives. They can
bring us great joy when they go well, but cause great sorrow when they go
poorly. Our relationships are indispensable and vital, so it’s useful to under-
stand how they start, how they operate, how they thrive, and how, sometimes,
they end in a haze of anger and pain.

This book will promote your own understanding of close relationships. It
draws on psychology, sociology, communication studies, family studies, and
neuroscience, and it reports what behavioral scientists have learned about rela-
tionships through careful research. The book offers a different, more scientific
view of relationships than you'll find in magazines or the movies; it’s more rea-
soned, more cautious, and often less romantic. You'll also find that this is not a
how-to manual. There are many insights awaiting you in the pages ahead, and
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there’ll be plenty of news you can use, but you’ll need to bring your own val-
ues and personal experiences to bear on the information presented here. This
book’s intent is to survey the scientific study of close relationships and to intro-
duce you to the diverse foci of relationship science.

To set the stage for the discoveries to come, we'll first define our subject mat-
ter. What are intimate relationships? Why do they matter so much? Then, we'll
consider the fundamental building blocks of close relationships: the cultures we
inhabit, the experiences we encounter, the personalities we possess, the human ori-
gins we all share, and the interactions we conduct. In order to understand relation-
ships, we must first consider who we are, where we are, and how we got there.

THE NATURE AND IMPORTANCE OF INTIMACY

Relationships come in all shapes and sizes. We can have consequential contact
with almost anyone—cashiers, classmates, colleagues, and kin—but we’ll focus
here on our relationships with friends and lovers because they exemplify intimate
relationships. Our primary focus is on intimate relationships between adults.

The Nature of Intimacy

What, then, is intimacy? That’s actually a complex question because intimacy is
a multifaceted concept with several different components (Prager et al., 2013).
It's generally held (Ben-Ari & Lavee, 2007) that intimate relationships differ from
more casual associations in at least seven specific ways: knowledge, interdepen-
dence, caring, trust, responsiveness, mutuality, and commitment.

First, intimate partners have extensive personal, often confidential, knowledge
about each other. They share information about their histories, preferences, feel-
ings, and desires that they do not reveal to most of the other people they know.

The lives of intimate partners are also intertwined: What each partner does
affects what the other partner wants to do and can do. Interdependence between
intimates—the extent to which they need and influence each other—is frequent
(they often affect each other), strong (they have meaningful impacts on each
other), diverse (they influence each other in many different ways), and endur-
ing (they influence each other over long periods of time). When relationships
are interdependent, one’s behavior affects one’s partner as well as oneself
(Berscheid et al., 2004).

The qualities that make these close ties tolerable are caring, trust, and
responsiveness. Intimate partners care about each other; they feel more affec-
tion for one another than they do for most others. They also trust one another,
expecting to be treated fairly and honorably (Simpson, 2007). People expect
that no undue harm will result from their intimate relationships, and if it does,
they often become wary and reduce the openness and interdependence that
characterize closeness (Jones et al., 1997). In contrast, intimacy increases when
people believe that their partners understand, respect, and appreciate them,
being attentively and effectively responsive to their needs and concerned for
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their welfare (Reis, 2014). Responsiveness is powerfully rewarding, and the
perception that our partners recognize, understand, and support our needs and
wishes is a core ingredient of our very best relationships (Reis, 2013).

As a result of these close ties, people who are intimate also consider them-
selves to be a couple instead of two entirely separate individuals. They exhibit a
high degree of mutuality, which means that they recognize their close connection
and think of themselves as “us” instead of “me” and “her” (or “him”) (Fitzsimons
& Kay, 2004). In fact, that change in outlook—from “I” to “us”—often signals the
subtle but significant moment in a developing relationship when new partners
first acknowledge their attachment to each other (Agnew et al., 1998). Indeed,
researchers sometimes assess the amount of intimacy in a close relationship by
simply asking partners to rate the extent to which they “overlap.” The Inclusion
of Other in the Self Scale (see Figure 1.1) is a straightforward measure of mutual-
ity that does a remarkably good job of distinguishing between intimate and more
casual relationships (Aron et al., 2013).

Finally, intimate partners are ordinarily committed to their relationships.
That is, they expect their partnerships to continue indefinitely, and they invest
the time, effort, and resources that are needed to realize that goal. Without such
commitment, people who were once very close may find themselves less and
less interdependent and knowledgeable about each other as time goes by.

None of these components is absolutely required for intimacy to occur,
and each may exist when the others are absent. For instance, spouses in a
stale, unhappy marriage may be very interdependent, closely coordinating
the practical details of their daily lives but living in a psychological vacuum
devoid of much affection or responsiveness. Such partners would certainly be
more intimate than mere acquaintances are, but they would undoubtedly feel
less close to one another than they used to (for instance, when they decided
to marry), when more of the components were present. In general, our most
satisfying and meaningful intimate relationships include all seven of these
defining characteristics (Fletcher et al., 2000). Still, intimacy can exist to a

FIGURE 1.1. The Inclusion of Other in the Self Scale.
How intimate is a relationship? Asking people to pick the picture that portrays a par-
ticular partnership does a remarkably good job of assessing the closeness they feel.

Please circle the picture below that best describes your current relationship with your partner.

Ser Ser Self ther

Source: Aron et al., 1992.
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lesser degree when only some of them are in place. And as unhappy mar-
riages demonstrate, intimacy can also vary enormously over the course of a
long relationship.

Thus, there is no one kind of intimate relationship. Indeed, a fundamental
lesson about relationships is a very simple one: They come in all shapes and
sizes. This variety is a source of great complexity, but it can also be a source of
endless fascination. (And that’s why I wrote this book!)

The Need to Belong

Our focus on intimate relationships means that we will not consider the
wide variety of the interactions that you have each day with casual friends
and acquaintances. Should we be so particular? Is such a focus justified? The
answers, of course, are yes. Although our casual interactions can be very
influential (Fingerman, 2009), there’s something special about intimate rela-
tionships. In fact, a powerful and pervasive drive to establish intimacy with
others may be a basic part of our human nature. According to theorists Roy
Baumeister and Mark Leary (1995), we need frequent, pleasant interactions with
intimate partners in lasting, caring relationships if we’re to function normally.
There is a human need to belong in close relationships, and if the need is not
met, a variety of problems follows.

Our need to belong is presumed to necessitate “regular social contact with
those to whom one feels connected” (Baumeister & Leary, 1995, p. 501). In order
to fulfill the need, we are driven to establish and maintain close relationships
with other people; we require interaction and communion with those who
know and care for us. We only need a few close relationships; when the need to
belong is satiated, our drive to form additional relationships is reduced. (Thus,
when it comes to relationships, quality is more important than quantity.) It also
doesn’t matter much who our partners are; as long as they provide us stable
affection and acceptance, our need can be satisfied. Thus, when an important
relationship ends, we are often able to find replacement partners who—though
they may be quite different from our previous partners—are nonetheless able
to satisfy our need to belong (Spielmann et al., 2012).

Some of the support for this theory comes from the ease with which we
form relationships with others and from the tenacity with which we then resist
the dissolution of our existing social ties. Indeed, when a valued relationship
is in peril, we may find it hard to think about anything else. The potency of the
need to belong may also be why being entirely alone for a long period of time
is so stressful (Schachter, 1959); anything that threatens our sense of connection
to other people can be hard to take (Leary & Miller, 2012).

In fact, some of the strongest evidence supporting a need to belong comes
from studies of the biological benefits we accrue from close ties to others. In gen-
eral, people live happier, healthier, longer lives when they’re closely connected
to others than they do when they’re on their own (Kern et al., 2014). Holding a
lover’s hand reduces the brain’s alarm in response to threatening situations
(Coan et al., 2006), and pain seems less potent when one simply looks at a
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photograph of a loving partner (Master et al., 2009). Wounds even heal faster
when others accept and support us (Gouin et al., 2010). In contrast, people with
insufficient intimacy in their lives are at risk for a wide variety of health prob-
lems (Hawkley & Cacioppo, 2013). When they’re lonely, young adults have
weaker immune responses, leaving them more likely to catch a cold or flu
(Pressman et al., 2005). Across the life span, people who have few friends or lov-
ers have much higher mortality rates than do those who are closely connected to
caring partners; in one extensive study, people

who lacked close ties to others were 2 to 3 times A Point to Ponder
more likely to die over a 9-year span (Berkman &
Glass, 2000). Married people in the United States
are less likely to die from any of the 10 leading . or than unmarried
causes of cancer-related death than unmarried people are? Are unhealthy
people are (Aizer et al., 2013). And losing one’s people simply less likely
existing ties to others is damaging, too: Elderly  to get married, or is
widows and widowers are much more likely to die = marriage advantageous

in the first few months after the loss of their spouses ~ to our health? How might
than they would have been had their marriages marriage be beneficial?
continued (Elwert & Christakis, 2008).

Our mental and physical health is also affected by the guality of our con-
nections to others (Robles et al., 2014) (see Figure 1.2). Day by day, people who
have pleasant interactions with others who care for them are more satisfied with
their lives than are those who lack such social contact (Nezlek et al., 2002), and
this is true around the world (Galinha et al., 2013). In contrast, psychiatric prob-
lems, anxiety disorders, and substance abuse tend to afflict those with troubled
ties to others (Whisman, 2013). On the surface (as I'll explain in detail in chapter
2), such patterns do not necessarily mean that shallow, superficial relationships
cause psychological problems; after all, people who are prone to such problems
may find it difficult to form loving relationships in the first place. Nevertheless,
it does appear that a lack of intimacy can both cause such problems and make
them worse (Eberhart & Hammen, 2006). In general, whether we're gay or
straight (Wight et al., 2013), married or just cohabiting (Kohn & Averett, 2014),
our well-being seems to depend on how well we satisfy the need to belong.

Why should we need intimacy so much? Why are we such a social species?
One possibility is that the need to belong evolved over eons, gradually becoming a
natural tendency in all human beings (Baumeister & Leary, 1995). That argument
goes this way: Because early humans lived in small tribal groups surrounded by
a difficult environment full of saber-toothed tigers, people who were loners were
less likely than gregarious humans to have children who would grow to maturity
and reproduce. In such a setting, a tendency to form stable, affectionate connec-
tions to others would have been evolutionarily adaptive, making it more likely
that one’s children would survive and thrive. As a result, our species slowly
came to be characterized by people who cared deeply about what others thought
of them and who sought acceptance and closeness from others. Admittedly, this
view—which represents a provocative way of thinking about our modern behav-
ior (and about which I'll have more to say later in this chapter)—is speculative.

Why are married people
less likely to die from
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FIGURE 1.2. Satisfying intimacy and life and death.

Here’s a remarkable example of the manner in which satisfying intimacy is associated
with better health. In this investigation, middle-aged patients with congestive heart
failure were tracked for several years after their diseases were diagnosed. Forty-eight
months later, most of the patients with less satisfying marriages had died whereas
most of the people who were more happily married were still alive. This pattern
occurred both when the initial illnesses were relatively mild and more severe, so it’s

a powerful example of the link between happy intimacy and better health. In another
study, patients who were satisfied with their marriages when they had heart surgery
were over 3 times more likely to still be alive 15 years later than were those who were
unhappily married (King & Reis, 2012). Evidently, fulfilling our needs to belong can be
a matter of life or death.

Nevertheless, whether or not this evolutionary account is entirely correct, there is
little doubt that almost all of us now care deeply about the quality of our attach-
ments to others. We are also at a loss, prone to illness and maladjustment, when
we have insufficient intimacy in our lives. We know that food, water, and shelter
are essential for life, but the need to belong suggests that intimacy with others is
essential for a good, long life as well (Kenrick et al., 2010).

Now, let’s examine the major influences that will determine what sort of
relationships we construct when we seek to satisfy the need to belong. We'll
start with a counterpoint to our innate need for intimacy: the changing cultures
that provide the norms that govern our intimate relationships.

THE INFLUENCE OF CULTURE

I know it seems like ancient history—smart phones and Facebook and AIDS
didn’t exist—but let’s look back at 1960, which may have been around the time
that your grandparents were deciding to marry. If they were a typical couple,
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they would have married in their early twenties, before she was 21 and before
he was 23." They probably would not have lived together, or “cohabited,”
without being married because almost no one did at that time. And it’s also
unlikely that they would have had a baby without being married; 95 percent of
the children born in the United States in 1960 had parents who were married
to each other. Once they settled in, your grandmother probably did not work
outside the home—most women didn’t—and when her kids were preschoolers,
it’s quite likely that she stayed home with them all day; most women did. It’s
also likely that their children—in particular, your mom or dad—grew up in a
household in which both of their parents were present at the end of the day.
Now, however, things are very different. The last several decades have
seen dramatic changes in the cultural context in which we conduct our close
relationships. Indeed, you shouldn’t be surprised if your grandparents are
astonished by the cultural landscape that you face today. In the United States,

¢ Fewer people are marrying than ever before. Back in 1960, almost everyone
(94 percent) married at some point in their lives, but more people remain
unmarried today. Demographers now predict that only 85 percent of
young adults will ever marry (and that proportion is even lower in Europe
[Cherlin, 2009]). Include everyone who is separated, divorced, widowed, or
never married, and only about half (51 percent) of the adult population of
the United States is presently married. That’s an all-time low.

® People are waiting longer to marry. On average, a woman is 26-and-a-half
years old when she marries for the first time, and a man is 29, and these
are the oldest such ages in American history. That’s much older than your
grandparents probably were when they got married (see Figure 1.3). A
great many Americans (46 percent) reach their mid-30s without marrying.
Do you feel sorry for people who are 35 and single? Read the box on p. 91

¢ People routinely live together even when they’re not married. Cohabitation
was very rare in 1960—only 5 percent of all adults ever did it—but it is now
ordinary. Most young adults—about two-thirds of them—will at some
time live with a lover before they ever marry (Manning, 2013).

e People often have babies even when they’re not married. This was an
uncommon event in 1960; only 5 percent of the babies born in the United
States that year had unmarried mothers. Some children were conceived out
of wedlock, but their parents usually got married before they were born.
Not these days. In 2012, 41 percent of the babies born in the United States had
unmarried mothers, and this was the highest rate ever recorded (Hamilton
et al., 2013). On average, these days, an American mother has her first child
(at age 25.3) before she gets married (at 26.6; Arroyo et al., 2013).

!These and the following statistics were obtained from the U.S. Census Bureau at www.census.gov,
the U.S. National Center for Health Statistics at www.cdc.gov/nchs, and the Pew Research Center
at pewsocialtrends.org.

*Please try to overcome your usual temptation to skip past the boxes. Many of them will be worth
your time. Trust me.
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FIGURE 1.3. Average age of first marriage in the United States.
American men and women are waiting longer to get married than ever before.

¢ Almost one-half of all marriages end in divorce, a failure rate that’s 2 times
higher than it was when your grandparents married. In recent years, the
divorce rate has been slowly decreasing for couples with college degrees—
which is probably good news if you're reading this book!—but it remains
high and unchanged for people with less education (Cherlin, 2010). In 2011
in the United States, there were more than half as many divorces as mar-
riages (Cruz, 2013). So because not all lasting marriages are happy ones, an
American couple getting married this year is more likely to divorce some-
time down the road than to live happily ever after.?

® Most preschool children have mothers who work outside the home. In
1960, more than three-quarters of U.S. mothers stayed home all day when
their children were too young to go to school, but only 40 percent of them
do so now (Gibbs, 2013).

These remarkable changes suggest that our shared assumptions about the role
that marriage and parenthood will play in our lives have changed substantially
in recent years. Once upon a time, everybody got married within a few years of

*This is depressing, but your chances for a happy marriage (should you choose to marry) are likely
to be better than those of most other people. You're reading this book, and your interest in relation-
ship science is likely to improve your chances considerably.
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Are You Prejudiced Against Singles?

Here’s a term you probably haven’t seen
before: singlism. It refers to prejudice and
discrimination against those who choose
to remain single and opt not to devote
themselves to a primary romantic rela-
tionship. Many of us assume that normal
people want to be a part of a romantic
couple, so we find it odd when anyone
chooses instead to stay single. The result
is a culture that offers benefits to married
couples and puts singles at a disadvan-
tage with regard to such things as Social
Security benefits, insurance rates, and
service in restaurants (DePaulo, 2011).
Intimacy is good for us, and mar-
ried people live longer than unmarried
people do. A study of 67,000 adults in
the United States found that, compared
to married people of the same age and
social class, divorced people were
27 percent more likely to die over a
9-year span, and those who had been
widowed were 40 percent more likely—
but those who had never married were
58 percent more likely to die (Kaplan
& Kronick, 2006). Results like these
lead some researchers to straightfor-

wardly recommend a happy marriage
as a desirable goal in life. And most
single people do want to have romantic
partners; only a few singles (4 percent)
prefer being unattached to being in a
steady romantic relationship (Poort-
man & Liefbroer, 2010), and a fear of
being single can lead people to lower
their standards and “settle for less” with
lousy lovers (Spielmann et al., 2013b).
Still, we make an obvious mistake if
we casually assume that singles are
unhealthy loners. Some singles have an
active social life and close, supportive
friendships that provide them all the
intimacy they desire, and they remain
uncoupled because they celebrate their
freedom and self-sufficiency. Not every-
one, they assert, wants or needs a con-
stant companion or soulmate (DePaulo,
2011). So, what do you think? Is there
something wrong or missing in people
who are content to remain single? If
you think there is, you may profit by
reading Bella DePaulo’s blog defending
singles at www.psychologytoday.com/
blog/living single.

leaving high school and, happy or sad, they tended to stay with their original part-
ners. Pregnant people felt they had to get married, and cohabitation was known as
“living in sin.” But not so anymore. Marriage is now a choice, even if a baby is on
the way (Yen, 2014), and increasing numbers of us are putting it off or not getting
married at all. If we do marry, we're less likely to consider it a solemn, life-long
commitment (Cherlin, 2009). In general, recent years have seen enormous change
in the cultural norms that used to encourage people to get, and stay, married.

Do these changes matter? Indeed, they do. Cultural standards provide a foun-
dation for our relationships (Hefner & Wilson, 2013); they shape our expectations
and define the patterns we think to be normal. Let’s consider, in particular, the
huge rise in the prevalence of cohabitation that has occurred in recent years. Most
young adults now believe that it is desirable for a couple to live together before
they get married so that they can spend more time together, share expenses, and
test their compatibility (Huang et al., 2011). Such attitudes make cohabitation a
reasonable choice—and indeed, most people now cohabit before they ever marry.
However, when people do not already have firm plans to marry, cohabitation
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FIGURE 1.4. The outcomes of cohabitation over time.

Here’s what became of 2,746 cohabiting couples in the United States over a span of 5
years. As time passed, couples were less likely to marry, but no less likely to break up.
After living together for 5 years, cohabiting couples were just as likely to break up as
they were when they moved in together. (The transition rate describes the percentage
of couples who either broke up or got married each month. The numbers seem low, but
they reflect the proportion of couples who quit cohabiting each month, so the propor-
tions add up and become sizable as months go by.)

does not make it more likely that a subsequent marriage (if one occurs) will be
successful; instead, such cohabitation increases a couple’s risk that they will later
divorce (Jose et al., 2010). There are probably several reasons for this. First, on
average, couples who choose to cohabit are less committed to each other than
are those who marry—they are, after all, keeping their options open (Wiik et al.,
2012)—so they encounter more problems and uncertainties than married people
do (Hsueh et al., 2009). They experience more conflict (Stanley et al., 2010), jeal-
ousy (Gatzeva & Paik, 2011), infidelity (Thornton et al., 2007), and physical aggres-
sion (Urquia et al., 2013), so cohabitation is more tumultuous and volatile than
marriage usually is. As a result, the longer people cohabit, the less enthusiastic
about marriage—and the more accepting of divorce—they become. Take a look at
Figure 1.4: As time passes, cohabitating couples gradually become less likely to
ever marry but no less likely to split up; 5 years down the road, cohabitating cou-
ples arejust as likely to break up as they were when they moved in together. (Mar-
riage is fundamentally different. The longer a couple is married, the less likely
they are to ever divorce [Wolfinger, 2005]). Overall, then, casual cohabitation that
is intended to test the partners” compatibility seems to undermine the positive
attitudes toward marriage, and the determination to make a marriage work, that
support marital success (Rhoades et al., 2009). Couples who are engaged to marry
when they move in together typically do not suffer the same ill effects (Man-
ning & Cohen, 2012), particularly when they agree that they’ll be married within
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1 year (Willoughby et al., 2012). But casual cohabitation is corrosive, so wide-
spread acceptance of cohabitation as a “trial run” is one reason why, compared to
1960, fewer people get married and fewer marriages last.*

Sources of Change

Thus, the norms that govern our intimate relationships differ from those expe-
rienced by prior generations, and there are several reasons for this. One set
of influences involves economics. Societies tend to harbor more single people,
tolerate more divorces, and support a later age of marriage the more indus-
trialized and affluent they become (South et al., 2001), and levels of socioeco-
nomic development have increased around the world. Education and financial
resources allow people to be more independent, so that women in particular are
less likely to marry than they used to be (Dooley, 2010). And in American mar-
riages, more than one of every three wives earns more than her husband (Pew
Research Center, 2013a), so “the traditional male breadwinner model has given
way to one where women routinely support households and outearn the men
they are married to, and nobody cares or thinks it's odd” (Mundy, 2012, p. 5).

Over the years, the individualism—that is, the support of self-expression and
the emphasis on personal fulfillment—that characterizes Western cultures has also
become more pronounced (Greenfield, 2013). This isn’t good news, but most of us
are more materialistic (Twenge & Kasser, 2013) and less concerned with others
(Konrath et al., 2011) than our grandparents were. And arguably, this focus on our
own happiness has led us to expect more personal gratification from our intimate
partnerships—more pleasure and delight, and fewer hassles and sacrifices—than
our grandparents did. Unlike prior generations (who often stayed together for the
“sake of the kids”), we feel justified in ending our partnerships to seek content-
ment elsewhere if we become dissatisfied (Cherlin, 2009). Eastern cultures pro-
mote a more collective sense of self in which people feel more closely tied to their
families and social groups, and the divorce rates in such cultures (such as Japan)
are much lower than they are in the United States (Cherlin, 2009).

New technology matters, too. Modern reproductive technologies allow sin-
gle women to bear children fathered by men picked from a catalog at a sperm
bank whom the women have never met! Women can also control their fertil-
ity, having children only when they choose, and American women are hav-
ing fewer children than they used to. The number of American families with
children at home is at an all-time low (U. S. Census Bureau, 2013), and almost one

*Most people don’t know this, so here’s an example of an important pattern we’ll encounter often:
Popular opinion assumes one thing, but relationship science finds another. Instances such as these
demonstrate the value of careful scientific studies of close relationships. Ignorance isn’t bliss. Inti-
mate partnerships are complex, and accurate information is especially beneficial when common
sense and folk wisdom would lead us astray.

*Well, actually, some men, particularly those with traditional views of what it means to be a man
(Coughlin & Wade, 2012), are troubled when they earn less than their wives. Their self-esteem suf-
fers (Ratliff & Oishi, 2013), and they are more likely than other men to use drugs to treat erectile
dysfunction (Pierce et al., 2013). Traditional masculinity can be costly in close relationships, a point
to which we’ll return on p. 25.
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Modern technology is transforming the ways we interact with our partners. But is that
always a good thing?

in every four American women aged 20-24 has used emergency contraception—a
“morning-after” pill—to help keep it that way (Daniels et al., 2013).

Modern communication technologies are also transforming the ways in
which we conduct our relationships. Your grandparents didn’t have mobile
phones, so they didn’t expect to be able to reach each other anywhere at any
time of day. They certainly didn’t do any sexting—that is, sending sexually
explicit images of themselves to others with a cell phone—as about 20 percent
of young adults now have (Strassberg et al., 2013). And they did not have to
develop rules about how frequently they could text each other, how long they
could take to respond, and whether or not they could read the messages and
examine the call histories on the other’s phone; these days, couples are happier
if they do (Miller-Ott et al., 2012).

In addition, most of the people you know are on Facebook (Duggan &
Smith, 2014), connected to hundreds of “friends,”® and that can complicate our

¢Psychology students at Sam Houston State University (n = 298) have hundreds of Facebook
“friends”—b562 each, on average—but that number doesn’t mean much because most of them
aren’t real friends; 45 percent of them are mere acquaintances, and others (7 percent) are strangers
they have never met (Miller et al., 2014). We'll return to this point in chapter 7, but for now, let me
ask: How many people on your Facebook list are actually your friends?
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more intimate partnerships. Facebook provides an entertaining and efficient
way to (help to) satisfy our needs for social contact (Crosier et al., 2012), but it
can also create problems for lovers, who have to decide when to change their
status and announce that they’re now “in a relationship.” (They also have to
decide what that means: Women tend to think that this change in status signals
more intensity and commitment than men do [Fox & Warber, 2013]). Thereaf-
ter, a partner’s heavy use of Facebook (Clayton et al., 2013) and pictures of
one’s partner partying with others (Muscanell et al., 2013) can incite both con-
flict and jealousy. And altogether, the amazing

reach and ready availability of modern technolo- A Point to Ponder

gies may too often tempt us to “give precedence to

people we are not with over people we are with” V;]lhiCh Of, LIE rﬁrr? alrkable
(Price, 2011, p. 27). In fact—and this is troubling— f)virrl%ﬁz ;gsttego y((;ac;?;las
simply having a stray mobile phone lying nearby 1\ =° " profound

reduced the quality of the conversation of two  .gract on our relationships?
people who were just getting to know each other  pirh control pills? Mobile
(Przybylski & Weinstein, 2013). Here’s a sugges- phones? Online dating
tion: When you next go out to dinner with your sites? Something else?
lover, why don’t you leave your phone in the car?

Finally, an important—but more subtle—influence on the norms that govern
relationships is the relative numbers of young men and women in a given culture.
Societies and regions of the world in which men are more numerous than women
tend to have very different standards than those in which women outnumber
men. I'm describing a culture’s sex ratio, a simple count of the number of men for
every 100 women in a specific population. When the sex ratio is high, there are
more men than women; when it is low, there are fewer men than women.

The baby boom that followed World War II caused the U.S. sex ratio, which
had been very high, to plummet to low levels at the end of the 1960s. For a
time after the war, more babies were born each year than in the preceding year;
this meant that when the “boomers” entered adulthood, there were fewer older
men than younger women, and the sex ratio dropped. However, when birth-
rates began to slow and fewer children entered the demographic pipeline, each
new flock of women was smaller than the preceding flock of men, and the U.S.
sex ratio crept higher in the 1990s. Since then, reasonably stable birthrates have
resulted in fairly equal numbers of marriageable men and women today.

These changes may have been more important than most people realize.
Cultures with high sex ratios (in which there aren’t enough women) tend to sup-
port traditional, old-fashioned roles for men and women (Secord, 1983). After
the men buy expensive engagement rings (Griskevicius et al., 2012), women stay
home raising children while the men work outside the home. Such cultures also
tend to be sexually conservative. The ideal newlywed is a virgin bride, unwed
pregnancy is shameful, open cohabitation is rare, and divorce is discouraged.
In contrast, cultures with low sex ratios (in which there are too few men) tend
to be less traditional and more permissive. Women seek high-paying careers
(Durante et al., 2012), and they are allowed (if not encouraged) to have sex-
ual relationships outside of marriage. If a pregnancy occurs, unmarried moth-
erhood is an option (Harknett, 2008). The specifics vary with each historical
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period, but this general pattern has occurred throughout history (Guttentag &
Secord, 1983). Ancient Rome, which was renowned for its sybaritic behavior?
A low sex ratio. Victorian England, famous for its prim and proper ways? A
high sex ratio. The Roaring Twenties, a footloose and playful decade? A low sex
ratio. And in more recent memory, the “sexual revolution” and the advent of
“women’s liberation” in the late 1960s? A very low sex ratio.

Thus, the remarkable changes in the norms for U.S. relationships since 1960
may be due, in part, to dramatic fluctuations in U.S. sex ratios. Indeed, another
test of this pattern is presently unfolding in China, where limitations on family
size and a preference for male children have produced a dramatic scarcity of
young women. Prospective grooms will outnumber prospective brides in China
by more than 50 percent for the next 30 years (Guilmoto, 2012). What changes
in China’s norms should we expect? The rough but real link between a culture’s
proportions of men and women and its relational norms serves as a compelling
example of the manner in which culture can affect our relationships. To a sub-
stantial degree, what we expect and what we accept in our dealings with others
can spring from the standards of the time and place in which we live.

THE INFLUENCE OF EXPERIENCE

Our relationships are also affected by the histories and experiences we bring
to them, and there is no better example of this than the global orientations
toward relationships known as attachment styles. Years ago, developmental
researchers (e.g., Bowlby, 1969) realized that infants displayed various patterns
of attachment to their major caregivers (usually their mothers). The prevailing
assumption was that whenever they were hungry, wet, or scared, some chil-
dren found responsive care and protection to be reliably available, and they
learned that other people were trustworthy sources of security and kindness.
As a result, such children developed a secure style of attachment: They happily
bonded with others and relied on them comfortably, and the children readily
developed relationships characterized by relaxed trust.

Other children encountered different situations. For some, attentive care
was unpredictable and inconsistent. Their caregivers were warm and interested
on some occasions but distracted, anxious, or unavailable on others. These chil-
dren thus developed fretful, mixed feelings about others known as anxious-
ambivalent attachments. Being uncertain of when (or if) a departing caregiver
would return, such children became nervous and clingy, and were needy in
their relationships with others.

Finally, for a third group of children, care was provided reluctantly by
rejecting or hostile adults. Such children learned that little good came from
depending on others, and they withdrew from others with an avoidant style
of attachment. Avoidant children were often suspicious of and angry at others,
and they did not easily form trusting, close relationships.

The important point, then, is that researchers believed that early inter-
personal experiences shaped the course of one’s subsequent relationships.
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Children's relationships with their major caregivers teach them trust or fear that sets
the stage for their subsequent relationships with others. How responsive, reliable, and
effective was the care that you received?

Indeed, attachment processes became a popular topic of research because the
different styles were so obvious in many children. When they faced a strange,
intimidating environment, for instance, secure children ran to their mothers,
calmed down, and then set out to bravely explore the unfamiliar new setting
(Ainsworth et al., 1978). Anxious-ambivalent children cried and clung to their
mothers, ignoring the parents’ reassurances that all was well.

These patterns were impressive, but relationship researchers really began to
take notice of attachment styles when Cindy Hazan and Phillip Shaver (1987)
demonstrated that similar orientations toward close relationships could also be
observed among adults. They surveyed people in Denver and found that most
people said that they were relaxed and comfortable depending on others; that
is, they sounded secure in their intimate relationships. However, a substantial
minority (about 40 percent) said they were insecure; they either found it difficult
to trust and to depend on their partners, or they nervously worried that their
relationships wouldn’t last. In addition, the respondents reported childhood
memories and current attitudes that fit their styles of attachment. Secure people
generally held positive images of themselves and others, and remembered their
parents as loving and supportive. In contrast, insecure people viewed others with
uncertainty or distrust, and remembered their parents as inconsistent or cold.

With provocative results like these, attachment research quickly became
one of the hottest fields in relationship science (e.g., Mikulincer & Shaver, 2013).
And researchers promptly realized that there seemed to be four, rather than
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three, patterns of attachment in adults. In particular, theorist Kim Bartholomew
(1990) suggested that there were two different reasons why people might wish
to avoid being too close to others. In one case, people could want relationships
with others but be wary of them, fearing rejection and mistrusting them. In the
other case, people could be independent and self-reliant, genuinely preferring
autonomy and freedom rather than close attachments to others.

Thus, Bartholomew (1990) proposed four general categories of attachment
style (see Table 1.1). The first, a secure style, remained the same as the secure
style identified in children. The second, a preoccupied style, was a new name
for anxious ambivalence. Bartholomew renamed the category to reflect the fact
that, because they nervously depended on others’” approval to feel good about
themselves, such people worried about, and were preoccupied with, the status
of their relationships.

The third and fourth styles reflected two different ways to be “avoidant.”
Fearful people avoided intimacy with others because of their fears of rejection.
Although they wanted others to like them, they worried about the risks of rely-
ing on others. In contrast, people with a dismissing style felt that intimacy with
others just wasn’t worth the trouble. Dismissing people rejected interdepen-
dency with others because they felt self-sufficient, and they didn’t care much
whether others liked them or not.

It’s also now generally accepted that two broad themes underlie and dis-
tinguish these four styles of attachment (Shaver & Mikulincer, 2013b). First,
people differ in their avoidance of intimacy, which affects the ease and trust with
which they accept interdependent intimacy with others. People who are com-
fortable and relaxed in close relationships are low in avoidance, whereas those
who distrust others and keep their emotional distance are high in avoidance.

TABLE 1.1. Four Types of Attachment Style
Which of these paragraphs describes you best?

Secure It is easy for me to become emotionally close to others. I am com-
fortable depending on others and having others depend on me. I
don’t worry about being alone or having others not accept me.

Preoccupied I want to be completely emotionally intimate with others, but I
often find that others are reluctant to get as close as I would like. I
am uncomfortable being without close relationships, but I some-
times worry that others don’t value me as much as I value them.

Fearful I am uncomfortable getting close to others. I want emotionally
close relationships, but I find it difficult to trust others com-
pletely or to depend on them. I worry that I will be hurt if I allow
myself to become too close to others.

Dismissing I am comfortable without close emotional relationships. It is very
important to me to feel independent and self-sufficient, and I
prefer not to depend on others or have others depend on me.

Source: Bartholomew, 1990.
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People also differ in their anxiety about abandonment, the dread that others will
find them unworthy and leave them. Secure people take great comfort in close-
ness with others and do not worry that others will mistreat them; as a result,
they gladly seek intimate interdependency with others. In contrast, with all
three of the other styles, people are burdened with anxiety or discomfort that
leaves them less at ease in close relationships. Preoccupied people want close-
ness but anxiously fear rejection. Dismissing people don’t worry about rejec-
tion but don’t like closeness. And fearful people get it from both sides, being
uncomfortable with intimacy and worrying it won't last. (See Figure 1.5.)
Importantly, the two themes of avoidance of intimacy and anxiety about
abandonment are continuous dimensions that range from low to high. This
means that, although it’s convenient to talk about attachment styles as if they
were discrete, pure categories that do not overlap, it’s not really accurate to do
so (Fraley & Waller, 1998). When they are simply asked to pick which one of the
four paragraphs in Table 1.1 fits them best, most people in the United States—
usually around 60 percent—describe themselves as being securely attached
(Mickelson et al., 1997).” However, if someone has moderate anxiety about
abandonment and middling avoidance of intimacy, which category fits him or
her best? The use of any of the four categories is rather arbitrary in the middle
ranges of anxiety and avoidance where the boundaries of the categories meet.

FIGURE 1.5. The dimensions underlying attachment.

Low Avoidance
of Intimacy
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’In many other countries, secure styles are more common than any of the other three styles but
secure people are outnumbered by the other three groups combined. Thus, in most regions of the
world, more people are insecure than secure (Schmitt, 2008).
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So don’t treat the neat classifications in Figure 1.5 too seriously. The more
sophisticated way to think about attachment is that there seem to be two impor-
tant themes that shape people’s global orientations toward relationships with
others. (Samples of the items that are used to measure anxiety and avoidance
are provided on page 58 in chapter 2.) Both are important, and if you com-
pare high scorers on either dimension to low scorers on that dimension, you're
likely to see meaningful differences in the manner in which those people con-
duct their relationships. Indeed, recent studies of attachment (e.g., Arriaga et
al., 2014) tend to describe people with regard to their relative standing on the
two dimensions of anxiety and avoidance instead of labeling them as secure,
preoccupied, fearful, or dismissing.

Nevertheless, the four labels are so concise that they are still widely used,
so stay sharp. Before 1990, researchers spoke of only three attachment styles:
secure, avoidant, and anxious-ambivalent. Now they routinely speak of four
styles, but they treat them as convenient labels for sets of anxiety and avoid-
ance scores, not as distinctly different categories that have nothing in common.
The biggest distinction is between people who are “secure” and those who are
not (being those who have high anxiety about abandonment or high avoidance
of intimacy, or both) (Overall & Simpson, 2013). And for now, the important
point is that attachment styles appear to be orientations toward relationships
that are largely learned from our experiences with others. They are prime exam-
ples of the manner in which the proclivities and perspectives we bring to a new
relationship emerge in part from our experiences in prior partnerships.

Let’s examine this idea more closely. Any relationship is shaped by many
different influences—that’s the point of this chapter—and both babies and adults
affect through their own behavior the treatment they receive from others. As
any parent knows, for instance, babies are born with various temperaments and
arousal levels. Some newborns have an easy, pleasant temperament, whereas
others are fussy and excitable, and inborn differences in personality and emo-
tionality make some children easier to parent than others. Thus, the quality of
parenting a baby receives can depend, in part, on the child’s own personality
and behavior; in this way, people’s attachment styles are influenced by the traits
with which they were born, and our genes shape our styles (Picardi et al., 2011).

However, our experiences play much larger roles in shaping the styles we
bring to subsequent relationships (Fraley et al., 2013). The levels of acceptance
or rejection we receive from our parents are huge influences early on (Rohner
& Khaleque, 2010). Expectant mothers who are glad to be pregnant are more
likely to have secure toddlers a year later than are mothers-to-be who are hesi-
tant and uncertain (Miller et al., 2009). Once their babies are born, mothers
who enjoy intimacy and who are comfortable with closeness tend to be more
attentive and sensitive caregivers (Selcuk et al., 2010), so secure moms tend to
have secure children whereas insecure mothers tend to have insecure children
(Holman et al., 2009). Indeed, when mothers with difficult, irritable babies
are trained to be sensitive and responsive parents, their toddlers are much
more likely to end up securely attached to them than they would have been in
the absence of such training (van den Boom, 1994). And a mother’s influence
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on the attachment styles of her children does not end in preschool (Berant
et al., 2008). The parenting adolescents receive as seventh graders predicts how
they will behave in their own romances and friendships when they are young
adults; teenagers who have parents who are happily married tend to be secure
(Jarnecke & South, 2013), and those who have nurturing and supportive rela-
tionships with their parents have richer relationships with their lovers and friends
years later (Cui et al., 2002). There’s no doubt that youngsters import the
lessons they learn at home into their subsequent relationships with others
(Simpson et al., 2014).

We're not prisoners of our experiences as children, however, because our
attachment styles continue to be shaped by the experiences we encounter as
adults (Zhang, 2009). Being learned, attachment styles can be unlearned, and
over time, attachment styles can change (Fraley et al., 2011). A bad breakup can
make a formerly secure person insecure, and a good relationship can gradu-
ally make an avoidant person less wary of intimacy (Arriaga et al., 2014). As
many as a third of us may encounter real change in our attachment styles over
a 2-year period (Davila & Cobb, 2004).

Nevertheless, once they have been established, attachment styles can also
be stable and long-lasting as they lead people to create new relationships that
reinforce their existing tendencies (Hadden et al., 2014). By remaining aloof and
avoiding interdependency, for instance, fearful people may never learn that
some people can be trusted and closeness can be comforting—and that perpet-
uates their fearful style. In the absence of dramatic new experiences, people’s
styles of attachment can persist for decades (Fraley, 2002).

Thus, our global beliefs about the nature and worth of close relationships
appear to be shaped by our experiences within them. By good luck or bad,
our earliest notions about our own interpersonal worth and the trustworthi-
ness of others emerge from our interactions with our major caregivers and start
us down a path of either trust or fear. But that journey never stops, and later
obstacles or aid from fellow travelers may divert us and change our routes. Our
learned styles of attachment to others may either change with time or persist
indefinitely, depending on our interpersonal experiences.

THE INFLUENCE OF INDIVIDUAL DIFFERENCES

Once they are formed, attachment styles also exemplify the idiosyncratic per-
sonal characteristics that people bring to their partnerships with others. We're
all individuals with singular combinations of experiences and traits, and the dif-
ferences among us can influence our relationships. In this section of the chapter,
we'll consider four influential types of individual variation: sex differences, gen-
der differences, personalities, and self-esteem.

Sex Differences

At this moment, you're doing something rare. You're reading an academic text-
book about relationship science, and that’s something most people will never
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do. This is probably the first serious text you've ever read about relationships,
too, and that means that we need to confront—and hopefully correct—some of
the stereotypes you may hold about the differences between men and women
in intimate relationships.

This may not be easy. Many of us are used to thinking that men and women
have very different approaches to intimacy—that, for instance, “men are from
Mars, women are from Venus.” A well-known book with that title asserted that

men and women differ in all areas of their lives. Not only do men and women
communicate differently but they think, feel, perceive, react, respond, love,
need, and appreciate differently. They almost seem to be from different
planets, speaking different languages and needing different nourishment.
(Gray, 1992, p. 5)

Wow! Men and women sound like they’re members of different species. No
wonder heterosexual relationships are sometimes problematic!

But the truth is more subtle. Human traits obviously vary across a wide
range, and (in most cases) if we graph the number of people who possess a
certain talent or ability, we’ll get a distinctive chart known as a normal curve.
Such curves describe the frequencies with which particular levels of some trait
can be found in people, and they demonstrate that (a) most people have talents
or abilities that are only slightly better or worse than average and (b) extreme
levels of most traits, high or low, are very rare. Consider height, for example:
A few people are very short or very tall, but the vast majority of us are only an
inch or two shorter or taller than the average for our sex.

Why should we care about this? Because many lay stereotypes about
men and women portray the sexes as having very different ranges of inter-
ests, styles, and abilities. As one example, men are often portrayed as being
more interested in sex than women are (see the box on page 23), and the images
of the sexes that people hold often seem to resemble the situation pictured in
Figure 1.6. The difference between the average man and the average woman is
presumed to be large, and there is almost no overlap between the sexes at all.
But, despite the “Mars” and “Venus” stereotypes, this is not the way things
really are. As we'll see in chapter 9, men do tend to have higher sex drives, on

One Sex The Other Sex

-~
SN

Number of People

Less More
Some Ability or Trait

FIGURE 1.6. An imaginary sex difference.
Popular stereotypes portray the sexes as being very different, with almost no overlap
between the styles and preferences of the two sexes. This is not the way things really are.



CHAPTER 1: The Building Blocks of Relationships 21

>

d=.2 B d=.5 C d=.8
(a small sex difference) (a medium sex difference) (a large sex difference)

Number of People

Score Score Score

FIGURE 1.7 Actual sex differences take the form of overlapping normal curves.
The three graphs depict small, medium, and large sex differences, respectively. (To
keep them simple, they portray the ranges of attitudes or behavior as being the same
for both sexes. This isn’t always the case in real life.)

average, than women do. Nevertheless, actual sex differences take the form of
the graphs shown in Figure 1.7, which depict ranges of interests and talents
that overlap to a substantial extent (Carothers & Reis, 2013).

The three graphs in Figure 1.7 illustrate sex differences that are considered
by researchers to be small, medium, and large, respectively. Formally, they dif-
fer with respect to a d statistic that specifies the size of a difference between
two groups.® In the realm of sexual attitudes and behavior, graph A depicts the
different ages of men and women when they first have intercourse (men tend
to be slightly younger), graph B illustrates the relative frequencies with which
they masturbate (men masturbate more often), and graph C depicts a hypo-
thetical difference that is larger than any that is known to actually exist. That’s
right. A sprawling analysis of recent studies of human sexuality involving
1,419,807 participants from 87 different countries failed to find any difference in
the sexual attitudes and behavior of men and women that was as large as that
pictured in graph C (Petersen & Hyde, 2010). Obviously, the real-life examples
that do exist look nothing like the silly stereotype pictured in Figure 1.6. More
specifically, these examples make three vital points about psychological sex
differences:

* Some differences are real but quite small. (Don’t be confused by researchers’
terminology; when they talk about a “significant” sex difference, they’re usu-
ally referring to a “statistically significant”—that is, numerically reliable—
difference, and it may not be large at all.) Almost all of the differences
between men and women that you will encounter in this book fall in the
small to medium range.

* The range of behavior and opinions among members of a given sex is
always huge compared to the average difference between the sexes. Men
are more accepting of casual, uncommitted sex than women are (Petersen &

8To get a d score in these cases, you compute the difference between the average man and the
average woman, and divide it by the average variability of the scores within each sex (which is the
standard deviation of those scores). The resulting d value tells you how large the sex difference is
compared to the usual amount by which men and women differ among themselves.
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Hyde, 2010), but that certainly doesn’t mean that all men like casual sex.
Some men like to have sex with strangers, but other men don’t like that
at all, and the two groups of men resemble each other much less than the
average man and the average woman do. Another way to put this is that
despite this sex difference in sexual permissiveness, a highly permissive
man has more in common with the average woman on this trait than he
does with a low-scoring man.

e The overlap in behavior and opinions is so large that many members of
one sex will always score higher than the average member of the other sex.
With a sex difference of medium size (with men higher and a d value of
.5), one-third of all women will still score higher than the average man.
What this means is that if you're looking for folks who like casual sex, you
shouldn’t just look for men because you heard that “men are more accept-
ing of casual sex than women are”; you should look for permissive people,
many of whom will be women despite the difference between the sexes.

The bottom line is that men and women usually overlap so thoroughly that
they are much more similar than different on most of the dimensions and top-
ics of interest to relationship science (Hyde, 2014). It's completely misguided
to suggest that men and women come from different planets and are distinctly
different because it simply isn’t true (Reis & Carothers, 2014). “Research does
not support the view that men and women come from different cultures, let
alone separate worlds” (Canary & Emmers-Sommer, 1997, p. vi). According to
the careful science of relationships you'll study in this book, it’s more accurate
to say that “men are from North Dakota, and women are from South Dakota”
(Dindia, 2006, p. 18). (Or, as a bumper sticker I saw one day suggests: “Men are
from Earth. Women are from Earth. Deal with it.”)

Thus, sex differences in intimate relationships tend to be much less note-
worthy and influential than laypeople often think. Now that you're reading a
serious text on intimate relationships, you need to think more carefully about
sex differences and interpret them more reasonably. There are interesting sex
differences that are meaningful parts of the fabric of relationships, and we’ll
encounter several of them in the chapters that follow. But they occur in the
context of even broader similarities between the sexes, and the differences are
always modest when they are compared to the full range of human variation.
It’s more work, but also more sophisticated and accurate, to think of individual
differences, not sex differences, as the more important influences on interper-
sonal interaction. People differ among themselves whether they are male or
female (as in the case of attachment styles), and these variations are usually
much more consequential than sex differences are.

Gender Differences

Ineed to complicate things further by distinguishing between sex differences and
gender differences in close relationships. When people use the terms carefully,
the term sex differences refers to biological distinctions between men and women
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Combating Simplistic Stereotypes

Here’s a joke that showed up in my
e-mail one day:

How to Impress a Woman:
Compliment her. Cuddle her. Kiss her.
Caress her. Love her. Comfort her. Pro-
tect her. Hug her. Hold her. Spend
money on her. Wine and dine her. Lis-
ten to her. Care for her. Stand by her.
Support her. Go to the ends of the earth
for her.

How to Impress a Man:
Show up naked. Bring beer.

It’s a cute joke. But it may not be harm-
less. It reinforces the stereotypes that
women seek warmth and tenderness in
their relationships whereas men simply
seek unemotional sex. In truth, men and
women differ little in their desires in
close relationships; they’re not “oppo-
site” sexes at all (Hyde, 2014). Although
individuals of both sexes may differ
substantially from each other, the differ-
ences between the average man and the
average woman are rather small. Both
women and men generally want their

intimate partners to provide them with
lots of affection and warmth (Tran et al.,
2008).

But so what? What are the conse-
quences of wrongly believing that men
are all alike, having little in common
with women? Pessimism and hopeless-
ness, for two (Metts & Cupach, 1990).
People who really believe that the sexes
are very different are less likely to try to
repair their heterosexual relationships
when conflicts occur (as they inevita-
bly do). Thinking of the other sex as a
bunch of aliens from another world is
not just inaccurate—it can also be dam-
aging, forestalling efforts to understand
a partner’s point of view and prevent-
ing collaborative problem solving. For
that reason, I'll try to do my part to
avoid perpetuating wrongful impres-
sions by comparing men and women to
the other sex, not the opposite sex, for the
remainder of this book. Words matter
(Prewitt-Freilino, 2012), so I invite you
to use similar language when you think
and talk about the sexes.
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that spring naturally from their physical natures. In contrast, gender differences
refer to social and psychological distinctions that are created by our cultures and
upbringing (Muehlenhard & Peterson, 2011). For instance, when they are parents,
women are mothers and men are fathers—that’s a sex difference—but the common
belief that women are more loving, more nurturant parents than men reflects a
gender difference. Many men are capable of just as much tenderness and com-
passion toward the young as any woman is, but if we expect and encourage women
to be the primary caregivers of our children, we can create cultural gender differ-
ences in parenting styles that are not natural or inborn at all.

Distinguishing sex and gender differences is often tricky because the
social expectations and training we apply to men and women are often con-
founded with their biological sex (Wood & Eagly, 2010). For instance, because
women lactate and men do not, people often assume that predawn feedings
of a newborn baby are the mother’s job—even when the baby is being fed
formula from a bottle that was warmed in a microwave! It’s not always easy
to disentangle the effects of biology and culture in shaping our interests and
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abilities. Nevertheless, the distinction between sex and gender differences is
meaningful because some influential differences between men and women in
relationships—gender differences—are largely taught to us as we grow up.

The best examples of this are our gender roles, the patterns of behavior
that are culturally expected of “normal” men and women. Men, of course, are
supposed to be “masculine,” which means that they are expected to be asser-
tive, self-reliant, decisive, and competitive. Women are expected to be “femi-
nine,” or warm, sensitive, emotionally expressive, and kind. You and I aren’t
so unsophisticated, but they’re the opposite sexes to most people, and to varying
degrees men and women are expected to specialize in different kinds of social
behavior all over the world (Kite et al., 2008). However, people inherit only
about a quarter to a third of their tendencies to be assertive or kind; most of
these behaviors are learned (Cleveland et al., 2001; Lippa & Hershberger, 1999).
In thoroughgoing and pervasive ways, cultural processes of socialization and
modeling (rather than biological sex differences) lead us to expect that all men
should be tough and all women should be tender (Reid et al., 2008).

Nevertheless, those stereotypes don’t describe real people as well as you
might think; only half of us have attributes that fit these gender role expecta-
tions cleanly (Bem, 1993). Instead of being just “masculine” or “feminine,” a
sizable minority of people—about 35 percent—are both assertive and warm,
sensitive and self-reliant. Such people possess both sets of the competencies
that are stereotypically associated with being male and with being female,
and are said to be androgynous. If androgyny sounds odd to you, you're
probably just using a stereotyped vocabulary: On the surface, being “mascu-
line” sounds incompatible with also being “feminine.” In fact, because those
terms can be confusing, relationship researchers often use alternatives, refer-
ring to the “masculine” task-oriented talents as instrumental traits and to the
“feminine” social and emotional skills as expressive traits. And it’s not all that
remarkable to find both sets of traits in the same individual. An androgynous
person would be one who could effectively, emphatically stand up for him-
self or herself in a heated salary negotiation but who could then go home and
sensitively, compassionately comfort a preschool child whose pet hamster had
died. A lot of people, those who specialize in either instrumental or expressive
skills, would feel at home in one of those situations but not both. Androgynous
people would be comfortable and capable in both domains (Cheng, 2005).

In fact, the best way to think of instrumentality and expressiveness is as
two separate sets of skills that may range from low to high in either women
or men (Choi et al., 2007). Take a look at Table 1.2. Traditional women are high
in expressiveness but low in instrumentality; they’re warm and friendly but
not assertive or dominant. Men who fulfill our traditional expectations are
high in instrumentality but low in expressiveness and are stoic, “macho” men.
Androgynous people are both instrumental and expressive. The rest of us—
about 15 percent—are either high in the skills typically associated with the
other sex (and are said to be “cross-typed”) or low in both sets of skills (and are
said to be “undifferentiated”). Equal proportions of men and women fall into
the androgynous, cross-typed, and undifferentiated categories, so, as with sex



CHAPTER 1: The Building Blocks of Relationships 25

TABLE 1.2 Gender Roles

Instrumental Traits Expressive Traits
Assertiveness Warmth
Self-Reliance Tenderness
Ambition Compassion
Leadership Kindness
Decisiveness Sensitivity to Others

Our culture encourages men to be highly instrumental and women to be highly expres-
sive, but which of these talents do you not want in an intimate companion?

differences, it’s simplistic and inaccurate to think of men and women as wholly
distinct groups of people with separate, different traits (Bem, 1993).

In any case, gender differences are of particular interest to relationship
researchers because, instead of making men and women more compatible, they
“may actually be responsible for much of the incompatibility” that causes rela-
tionships to fail (Ickes, 1985, p. 188). From the moment they meet, for instance,
traditional men and women enjoy and like each other less than androgynous
people do. In a classic experiment, Ickes and Barnes (1978) paired men and
women in couples in which (a) both partners fit the traditional gender roles or
(b) one or both partners were androgynous. The two people were introduced to
each other and then simply left alone for 5 minutes sitting on a couch while the
researchers covertly videotaped their interaction. The results were striking. The
traditional couples talked less, looked at each other less, laughed and smiled
less, and afterward reported that they liked each other less than did the other
couples. (Should this surprise us? Think about it: Stylistically, what do a mas-
culine man and a feminine woman have in common?) When an androgynous
man met a traditional woman, an androgynous woman met a traditional man,
or two androgynous people got together, they got along much better than tradi-
tional men and women did.

More importantly, the disadvantage faced by traditional couples does not
disappear as time goes by. Surveys of marital satisfaction demonstrate that
such couples—who have marriages in which both spouses adhere to stereo-
typed gender roles—are generally less happy with their marriages than nontra-
ditional couples are (Helms et al., 2006). With their different styles and different
domains of expertise, masculine men and feminine women simply do not find
as much pleasure in each other as less traditional, less stereotyped people do
(Marshall, 2010).

Perhaps this should be no surprise. When human beings devote them-
selves to intimate partnerships, they want affection, warmth, and understand-
ing (Reis et al., 2000). People who are low in expressiveness—who are not very
warm, tender, sensitive people—do not readily provide such warmth and ten-
derness; they are not very affectionate (Miller et al., 2003). As a result, men or
women who have spouses who are low in expressiveness are chronically less
satisfied than are those whose partners are more sensitive, understanding, and
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SALLY FORTH By Greg Howard and Craig Macintosh
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Instrumental, masculine people often feel ill at ease when they are asked to provide
warm, sensitive support to others.

kind. Around the world (Lease et al., 2013), across different ethnicities (Stanik
& Bryant, 2012), and in both straight and gay partnerships (Wade & Donis,
2007), traditional men have romantic relationships of lower quality than more
expressive men do. Thus, traditional gender roles do men a disservice, depriv-
ing them of skills that would make them more rewarding husbands.

On the other hand, people who are low in instrumentality—who are low
in assertiveness and personal strength—tend to have low self-esteem and to
be less well adjusted than those who have better task-oriented skills (Stake &
Eisele, 2010). People feel better about themselves when they are competent and
effective at “taking care of business” (Reis et al., 2000), so traditional gender
roles also do women a disservice, depriving them of skills that would facilitate
more accomplishments and achievements. Such roles also seem to cost women
money; around the world, traditional women earn less on the job than their
nontraditional co-workers do (Stickney & Konrad, 2007).

The upshot of all this is that both instrumentality and expressiveness are
valuable traits, and the happiest, best-adjusted, most effective, mentally healthy
people possess both sets of skills (Stake & Eisele, 2010). In particular, the most
desirable spouses, those who are most likely to have contented, satisfied part-
ners, are people who are both instrumental and expressive (Marshall, 2010).
And in fact, when they’re thinking about marriage, dating, or just a one-night
stand, most people say that they’d prefer androgynous partners to those who
are merely masculine or feminine (Green & Kenrick, 1994).

So, it’s ironic that we still tend to put pres-
sure on those who do not rigidly adhere to their )
“proper” gender roles. Women who display as A Point to Ponder
much competitiveness and assertiveness as men If you saw a YouTube
risk being perceived as pushy, impolite, and video of a new father
uppity (Parks-Stamm et al., 2008). If anything, crying when he holds his
however, gender expectations are stricter for men ~newborn baby for the first
than for women (Vandello & Bosson, 2013); girls tme would you admire
can be tomboys and nobody frets too much, but if }‘;\1]? (;r sty
a boy is too feminine, people worry (Sandnabba & ye
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Ahlberg, 1999). U.S. gender roles are changing slowly but surely; in particu-
lar, U.S. women are becoming more instrumental with each new generation
(Twenge, 2009), and young adults of both sexes are gradually becoming more
egalitarian and less traditional in their views of men and women (Parker &
Wang, 2013). Nonetheless, even if they limit our individual potentials and are
right only half the time, gender stereotypes persist. We still expect and too often
encourage men to be instrumental and women to be expressive (Heilman &
Wallen, 2010), and such expectations are important complications for many of
our close relationships.

Personality

Some consequential differences among people (such as attachment styles and
gender differences) are affected by experience and may change over a few
years’ time, but other individual differences are more stable and lasting. Per-
sonality traits influence people’s behavior in their relationships across their entire
lifetimes (Kandler, 2012) with only gradual change over long periods of time
(Soto et al., 2011).

The Big Five Personality Traits

A small cluster of fundamental traits
does a good job of describing the broad
themes in behavior, thoughts, and
emotions that distinguish one person
from another (McCrae & Costa, 2010).
These key characteristics are called the
Big Five traits by personality research-
ers, and they differ in their influence
on our intimate relationships. Which of
these traits do you think matter most?

Openness to experience—the degree to
which people are imaginative, curious,
unconventional, and artistic versus con-
forming, uncreative, and stodgy.

Extraversion—the extent to which peo-
ple are outgoing, gregarious, assertive,
and sociable versus cautious, reclusive,
and shy.

Conscientiousness—the extent to which
people are industrious, dependable,
and orderly versus unreliable , disorga-
nized, and careless.

Agreeableness—the degree to which peo-
ple are compassionate, cooperative, and
trusting versus suspicious, selfish, and
hostile.

Neuroticism—the degree to which peo-
ple are prone to fluctuating moods and
high levels of negative emotion such as
worry, anxiety, and anger.

The five traits are listed in order
from the least important to the most
influential (Malouff et al., 2010). People
are happier when they have imagina-
tive, adventurous, sociable partners, but
what you really want is a lover who is
responsible and reliable, generous and
thoughtful, and optimistic and emo-
tionally stable. And after you've been
together for 30 years or so, you may find
that conscientiousness becomes particu-
larly important (Claxton et al., 2012);
dependable partners who keep all their
promises are satisfying companions.




28  CHAPTER 1: The Building Blocks of Relationships

Personality researchers have identified a handful of central traits that
characterize people all over the world (McCrae & Costa, 1997), and they all
affect the quality of the relationships people have. On the positive side, extra-
verted, agreeable, and conscientious people who are open to new experiences
have happier relationships than do those who score lower on those traits
(Maloulff et al., 2010). Extraverted people are outgoing and agreeable people
are friendly, so they tend to be likable. Conscientious people work hard and
are organized, and they tend to follow the rules, so they weren’t very popular
in high school (van der Linden et al., 2010)—but, once they grow up, they
make dependable, trustworthy, desirable partners (Hill et al., 2014). “People
who are less conscientious exceed their credit limit . . . cancel plans, curse,
oversleep, and break promises” (Jackson et al., 2010, p. 507), so they tend to be
unreliable companions.

One of the most influential Big Five traits, however, is the one that has a
negative impact: neuroticism (Malouff et al., 2010). Neurotic people are prone
to anger and anxiety, and those unhappy tendencies tend to result in touchy,
pessimistic, and argumentative interactions with others (Suls & Martin, 2005).
In fact, a remarkable study that tracked 300 couples over a span of 45 years
found that a full 10 percent of the satisfaction and contentment spouses would
experience in their marriages could be predicted from measures of their neu-
roticism when they were still engaged (Kelly & Conley, 1987). The less neurotic
the partners were, the happier their marriages turned out to be. Everyone has
good days and bad days, but some of us have more bad days (and fewer good
ones) than other people—and those unlucky folks are especially likely to have
unhappy, disappointing relationships. (Do take note of this when you're shop-
ping for a mate!)

Working alongside the global influences of the Big Five traits are other
more specific personal characteristics that regulate our relationships, and I'll
mention several in later chapters. (Check out, for instance, whether or not we
like casual sex [on page 288] and whether or not we can control ourselves [on
page 433].) For now, let’s note that although our personalities clearly have a
genetic basis (Kandler, 2012), our enduring traits can be shaped to a degree
by our relationships (Lehnart et al., 2010). Dissatisfying and abusive relation-
ships can gradually make us more anxious and neurotic, and warm, reward-
ing partnerships may make us more agreeable over time. But these effects are
subtle, and our relationships have much bigger effects on the last individual
difference we will consider: the self-evaluations we bring to our transactions
with others.

Self-Esteem

Most of us like ourselves, but some of us do not. Our evaluations of ourselves
constitute our self-esteem, and when we hold favorable judgments of our skills
and traits, our self-esteem is high; when we doubt ourselves, self-esteem is low.
Because people with high self-esteem are generally happier and more success-
ful than those with low self-regard (Orth et al., 2012), it’s widely assumed that
it’s good to feel good about yourself (Swann & Bosson, 2010).
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An Individual Difference That’s Not Much of a Difference:
Sexual Orientation

I've only mentioned gays or lesbians once
so far, and that’s because there hasn't
been much to say. Relatively few of us—
about 5 percent of men and 9 percent
of women—have had genital sex with
a member of the same sex, and smaller
numbers of us—about 4 percent—
consider ourselves to be gay, lesbian,
or bisexual (GLB) (Chandra et al., 2011;
Mercer et al., 2013). Obviously, people
who label themselves as “heterosexual”
are far more numerous than GLBs. How-
ever, other than their relative numbers,
heterosexuals and GLBs are resound-
ingly similar on most of the topics we
encounter in this book. For instance, gays
and lesbians exhibit the same attachment
styles in the same proportions as hetero-
sexual men and women do (Roisman et
al., 2008), and they, too, are happier with
romantic partners of high (rather than
low) expressivity (Wade & Donis, 2007).
There are some potentially impor-
tant differences between same-sex and
other-sex relationships. Gay men tend
to be more expressive than heterosexual
men, on average, and lesbians tend to be
more instrumental than other women, so
gays and lesbians are less likely to adhere
to traditional gender roles than hetero-
sexuals are (Lippa, 2005). Gays and les-
bians also tend to be better educated and
to be more liberal (Herek et al., 2010). But
the big difference between same-sex and
other-sex relationships is that a gay cou-
ple is composed of two men and a lesbian
couple of two women. To the extent that
there are meaningful differences in the
way men and women conduct their rela-
tionships, same-sex couples may behave
differently than heterosexual couples do,
not because of their sexual orientations
but because of the sexes of the people
involved. For instance, when their rela-
tionships are new, gay men have sex

more often than heterosexual couples do,
and lesbian couples have sex less often
than heterosexual couples do (Blum-
stein & Schwartz, 1983). The more men
there are in a partnership, the more often
the couple has sex—but that’s probably
because men have higher sex drives than
women do, not because there’s anything
special about gay men (Vohs et al., 2004).

Except for the sex and gender dif-
ferences that may exist, same-sex and
other-sex partnerships operate in very
similar manners (Joyner et al., 2013).
Gays and lesbians fall in love the same
way, for instance, and they feel the same
passions, experience the same doubts,
and feel the same commitments as het-
erosexuals do (Kurdek, 2006). Where
differences in relationship functioning
do exist, they tend to be small, but gays
and lesbians are the clear winners. They
have better relationships than heterosex-
uals do, on average (Kurdek, 2005). They
divide up household chores more fairly,
experience less conflict, and feel more
compatible, more intimate, and more
satisfied with their lovers (Balsam et
al., 2008). (Given the social disapproval
same-sex couples still face in many
places, their contentment is remarkable.
But remember, there are no sex differ-
ences in same-sex relationships. How
much do you think that contributes to
the success of their relationships?)

Gtill, there’s no reason to write two
different books on Intimate Relationships;
intimacy operates the same way in both
same-sex and other-sex partnerships.
We'll encounter sexual orientation several
times in later chapters, but it won't be a
major theme because the processes of close
relationships are very similar in same-
sex and heterosexual couples (Peplau &
Fingerhut, 2007). Anyone who assumes
otherwise is not very well-informed.
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But how do people come to like themselves? A provocative, leading theory
argues that self-esteem is a subjective gauge, a sociometer, that measures the
quality of our relationships with others (Leary, 2012). When others like us, we
like ourselves; when other people regard us positively and value their rela-
tionships with us, self-esteem is high. However, if we don’t interest others—if
others seem not to care whether or not we are part of their lives—self-esteem is
low (MacDonald & Leary, 2012). Self-esteem operates in this manner, according
to sociometer theory, because it is an evolved mechanism that serves our need
to belong. This argument suggests that, because their reproductive success
depended on staying in the tribe and being accepted by others, early humans
became sensitive to any signs of exclusion that might precede rejection by oth-
ers. Self-esteem became a psychological gauge that alerted people to declining
acceptance by others, and dislike or disinterest from others gradually caused
people to dislike themselves (Leary, 2012).

This perspective nicely fits most of what we know about the origins and oper-
ation of self-esteem. There’s no question, for instance, that people feel better about
themselves when they think they’re attractive to the other sex (Bale & Archer,
2013). And the regard we receive from others clearly affects our subsequent
self-evaluations (Gorrese & Ruggieri, 2013). In particular, events that involve inter-
personal rejection damage our self-esteem in a way that other disappointments do
not. Leary and his colleagues demonstrated this point in a clever study in which
research participants were led to believe that they would be excluded from an
attractive group either through bad luck—they had been randomly selected to
be sent home—or because they had been voted out by the other members of the
group (Leary et al., 1995). Even though the same desirable opportunity was lost
in both situations, the people who had been personally rejected felt much worse
about themselves than did those whose loss was impersonal. It’s also interesting
to note that public events that others witness affect people’s self-esteem more than
do private events that are otherwise identical but are known only to the individu-
als themselves. In this and several other respects, whether we realize it or not, our
self-evaluations seem to be much affected by what we think others think of us
(Koch & Shepperd, 2008), and this is true around the world (Denissen et al., 2008).

Here is further evidence, then, that we humans are a very social species:
It’s very hard to like ourselves (and, indeed, it would be unrealistic to do so) if
others don’t like us, too. In most cases, people with chronically low self-esteem
have developed their negative self-evaluations through an unhappy history of
failing to receive sufficient acceptance and appreciation from other people.

And sometimes, this is very unfair. Some people are victimized by abusive
relationships through no fault of their own, and, despite being likable people
with fine social skills, they develop low self-esteem as a result of mistreatment
from others. What happens when those people enter new relationships with
kinder, more appreciative partners? Does the new feedback they receive slowly
improve their self-esteem?

Not necessarily. A compelling program of research by Sandra Murray, John
Holmes, Joanne Wood, and Justin Cavallo has demonstrated that people with
low self-esteem sometimes sabotage their relationships by underestimating
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their partners’ love for them (Murray et al., 2001) and perceiving disregard
when none exists (Murray et al., 2002). Take a look at Table 1.3. People with
low self-regard find it hard to believe that they are well and truly loved by their
partners (Murray et al., 1998) and, as a result, they tend not to be optimistic
that their loves will last. “Even in their closest relationships,” people with low
self-esteem “typically harbor serious (but unwarranted) insecurities about their
partners’ feelings for them” (Holmes & Wood, 2009, p. 250). This leads them to
overreact to their partners” occasional bad moods (Bellavia & Murray, 2003);
they feel more rejected, experience more hurt, and get more angry than do those
with higher self-esteem. And these painful feelings make it harder for them to
behave constructively in response to their imagined peril. Whereas people with
high self-regard draw closer to their partners and seek to repair the relationship

TABLE 1.3 How My Partner Sees Me

Sandra Murray and her colleagues use this scale in their studies of self-esteem in close
relationships. People with high self-esteem believe that their partners hold them in
high regard, but people with low self-esteem worry that their partners do not like or
respect them as much. What do you think your partner thinks of you?

In many ways, your partner may see you in roughly the same way you see yourself.
Yet in other ways, your partner may see you differently than you see yourself. For
example, you may feel quite shy at parties, but your partner might tell you that you
really seem quite relaxed and outgoing on these occasions. On the other hand, you and
your partner may both agree that you are quite intelligent and patient.

For each trait or attribute that follows, please indicate how you think that your partner
sees you. For example, if you think that your partner sees the attribute “self-assured” as
moderately characteristic of you, you would choose “5.”

Respond using the scale below. Please enter your response in the blank to the left of
each trait or attribute listed.

1 2 3 4 5 6 7 8 9

Not at All Somewhat Moderately Very Completely
Characteristic = Characteristic =~ Characteristic = Characteristic Characteristic

My partner sees me as . . .

__ Kind and Affectionate Tolerant and Accepting
- Critical and Judgmental Thoughtless

. Self-Assured Patient

- Sociable/Extraverted Rational

_ Intelligent Understanding

_ Lazy Distant

__ Openand Disclosing Complaining

- Controlling and Dominant Responsive

- Witty and Humorous Immature

- Moody Warm
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when frustrations arise, people with low self-esteem defensively distance
themselves, stay surly, and behave badly (Murray, Bellavia et al., 2003). They
also feel even worse about themselves (Murray, Griffin et al., 2003).

All of this occurs, say Murray and her colleagues (Cavallo et al., 2014),
because we take large risks when we come to depend on others. Close ties to an
intimate partner allow us to enjoy rich rewards of support and care, but they
also leave us vulnerable to devastating betrayal and rejection if our partners
prove to be untrustworthy. Because they are confident about their partners’
love and regard for them, people with high self-esteem draw closer to their
partners when difficulties arise. In contrast, people with low self-esteem have
lasting doubts about their partners’ regard and reliability, so when times get
tough, they withdraw from their partners in an effort to protect themselves. We
all need to balance connectedness with self-protection, Murray’s team suggests,
but people with low self-esteem put their fragile egos before their relationships,
and that’s self-defeating when they have loving, devoted partners and there is
nothing to fear (Murray et al., 2013).

As a result, the self-doubts and thin skins of people with low self-esteem lead
them to make mountains out of molehills. They stay on alert for signs of rejection
(H. Li et al., 2012), and they wrongly perceive small bumps in the road as worri-
some signs of declining commitment in their partners. Then, they respond with
obnoxious, self-defeating hurt and anger that cut them off from the reassurance
they crave. Even their Facebook updates tend to be pessimistic and self-critical,
and they receive fewer “likes” and comments than others do (Forest & Wood,
2012). By comparison, people with high self-esteem correctly shrug off the same
small bumps and remain confident of their partners’ acceptance and positive
regard. The unfortunate net result is that once it is formed, low self-esteem may be
hard to overcome (Kuster & Orth, 2013); even after 10 years of marriage, people
with low self-esteem still tend to believe that their spouses love and accept them
less than those faithful spouses really do (Murray et al., 2000), and that regrettable
state of affairs undermines their—and their spouse’s—satisfaction (Erol & Orth,
2013). Relationships are more fulfilling for both partners when they both have
high self-esteem (Robinson & Cameron, 2012).

Thus, our self-esteem appears to both result from and then subsequently
steer our interpersonal relationships (MacDonald & Leary, 2012). What we
think of ourselves seems to depend, at least in part, on the quality of our connec-
tions to others. And those self-evaluations affect our ensuing interactions with
new partners, who provide us further evidence of our interpersonal worth. In
fundamental ways, what we know of ourselves emerges from our partnerships
with others and then matters thereafter (Orth et al., 2012).

THE INFLUENCE OF HUMAN NATURE

Now that we have surveyed some key characteristics that distinguish
people from one another, we can address the possibility that our relation-
ships display some underlying themes that reflect the animal nature shared
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by all humankind. Our concern here is with evolutionary influences that have
shaped close relationships over countless generations, instilling in us certain
tendencies that are found in everyone (Confer et al., 2010).

Evolutionary psychology starts with three fundamental assumptions. First,
sexual selection has helped make us the species we are today. You've probably
heard of natural selection, which refers to the advantages conferred on animals
that cope more effectively than others with predators and physical challenges
such as food shortages. Sexual selection involves advantages that result in
greater success at reproduction. And importantly:

Contrary to what many people have been taught, evolution has nothing to do
with the survival of the fittest. It is not a question of whether you live or die.
The key to evolution is reproduction. Whereas all organisms eventually die,
not all organisms reproduce. Further, among those that do reproduce, some
leave more descendants than others. (Ash & Gallup, 2008, p. 313)

This point of view holds that motives such as the need to belong have
presumably come to characterize human beings because they were adaptive,
conferring some sort of reproductive advantage to those who possessed them.
As I suggested earlier, the early humans who sought cooperative closeness
with others were probably more likely than asocial loners to have children who
grew up to have children of their own. Over time, then, to the extent that the
desire to affiliate with others is heritable (and it is; Tellegen et al., 1988), sexual
selection would have made the need to belong more prevalent, with fewer and
fewer people being born without it. In keeping with this example, evolutionary
principles assert that any universal psychological mechanism exists in its pres-
ent form because it consistently solved some problem of survival or reproduc-
tion in the past (Confer et al., 2010).

Second, evolutionary psychology suggests that men and women should
differ from one another only to the extent that they have historically faced dif-
ferent reproductive dilemmas (Geary, 2010). Thus, men and women should
behave similarly in close relationships except in those instances in which dif-
ferent, specialized styles of behavior would allow better access to mates or
promote superior survival of one’s offspring. Are there such situations? Let’s
address that question by posing two hypothetical queries:

If, during one year, a man has sex with 100 different women, how many chil-
dren can he father? (The answer, of course, is “lots, perhaps as many as 100.”)

If, during one year, a woman has sex with 100 different men, how many chil-
dren can she have? (Probably just one.)

Obviously, there’s a big difference in the minimum time and effort that men
and women have to invest in each child they produce. For a man, the min-
imum requirement is a single ejaculation; given access to receptive mates, a
man might father hundreds of children during his lifetime. But a woman can
have children only until her menopause, and each child she has requires an
enormous investment of time and energy. These biological differences in men’s



34 cHAPTER 1: The Building Blocks of Relationships

and women’s obligatory parental investment in their children may have sup-
ported the evolution of different strategies for selecting mates (Geary, 2000).
Conceivably, given their more limited reproductive potential, women in our
ancestral past who chose their mates carefully reproduced more successfully
(with more of their children surviving to have children of their own) than did
women who were less thoughtful and deliberate in their choices of partners. In
contrast, men who promiscuously pursued every available sexual opportunity
may have reproduced more successfully. If they flitted from partner to partner,
their children may have been less likely to survive, but what they didn’t offer
in quality (of parenting) they could make up for in quantity (of children). Thus,
today—as this evolutionary account predicts—women do choose their sexual
partners more carefully than men do. They insist on smarter, friendlier, more
prestigious, and more emotionally stable partners than men will accept, and
they are less interested in casual, uncommitted sex than men are (N. Li et al.,,
2012). Perhaps this sex difference evolved over time.

Another reproductive difference between the sexes is that a woman always
knows for sure whether or not a particular child is hers. By comparison, a man
suffers paternity uncertainty; unless he is completely confident that his mate
has been faithful to him, he cannot be absolutely certain that her child is his
(Buss & Schmitt, 1993). Perhaps because of that, even though women cheat less
than men do (Tsapelas et al., 2011), men are more preoccupied with worries
about their partners’ infidelity than women are (Schiitzwohl, 2006). This differ-
ence, too, may have evolved over time.

An evolutionary perspective also makes a distinction between short-term
and long-term mating strategies (Buss & Schmitt, 1993). Men and women both
seem to pursue different sorts of attributes in the other sex when they’re having
a brief fling than when they’re entering a longer, more committed relationship.
In particular, men have a greater desire than women do for sexual liaisons of
short duration; they are more interested in brief affairs with a variety of part-
ners, and when they enter new relationships, they’re ready to have sex sooner
than women are (Schmitt, 2005). As a result, when they’re on the prowl, men are
attracted to women who seem to be sexually available and “easy” (Schmitt et al.,
2001). However, if they think about settling down, the same men who consider
promiscuous women to be desirable partners in casual relationships often prefer
chaste women as prospective spouses (Buss, 2000). Men also tend to seek wives
who are young and pretty. When they’re thinking long-term, men value physi-
cal attractiveness more than women do, and as men age, they marry women
increasingly younger than themselves (Kenrick & Keefe, 1992).

Women exhibit different patterns. When women select short-term mates—
particularly when they have extramarital affairs (Greiling & Buss, 2000)—they
seek sexy, charismatic, dominant men with lots of masculine appeal. But when
they evaluate potential husbands, they look for good financial prospects; they
seek men with incomes and resources who presumably can provide a safe
environment for their children, even when those men aren’t the sexiest guys
in the pack (Gangestad & Simpson, 2000). In general, women care more than
men do about the financial prospects and status of their long-term partners
(Buss, 2012).
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The effort to delineate human nature by identifying patterns of behavior
that are found in all of humanity is one of the compelling aspects of the evo-
lutionary perspective. In fact, the different preferences I just mentioned—with
men valuing good looks and women valuing good incomes—have been found
in dozens of cultures, everywhere they have been studied around the world
(Buss, 2012).° However, an evolutionary perspective does not imply that culture
is unimportant.

Indeed, a third basic assumption of evolutionary psychology is that cultural
influences determine whether evolved patterns of behavior are adaptive—and
cultural change occurs faster than evolution does (Kanazawa, 2010). Our ancient
forebears were walking around on two legs millions of years ago,' facing chal-
lenges we can only imagine. A best guess is that more than one in every four
infants failed to survive their first year of life, and about half didn’t live long
enough to reach puberty (Volk & Atkinson, 2013). Things are different now.
Our species displays patterns of behavior that were adaptive eons ago, but not
all of those inherited tendencies may fit the modern environments we inhabit
today. For instance, cavemen may have reproduced successfully if they tried
to mate with every possible partner, but modern men may not: In just the last
two generations, we have seen (a) the creation of reproductive technologies—
such as birth control pills—that allow women complete control of their fertility
and (b) the spread of a lethal virus that is transmitted through sexual contact
(the human immunodeficiency virus that causes AIDS). These days, a desire for
multiple partners is probably less adaptive for men than it was millions of years
ago. Conceivably, modern men may reproduce more successfully if they dis-
play a capacity for commitment and monogamy that encourages their partners
to allow a pregnancy to occur. But the human race is still evolving. Sexual selec-
tion will ultimately favor styles of behavior that fit our new environment, but it
will take several thousand generations for such adaptations to occur. (And how
will our cultures have changed by then?)

Thus, an evolutionary perspective provides a fascinating explanation for
common patterns in modern relationships (Eastwick, 2009): Certain themes and
some sex differences exist because they spring from evolved psychological mech-
anisms that were useful long ago. We are not robots who are mindlessly enacting
genetic directives, and we are not all alike (Michalski & Shackelford, 2010), but

“Here’s a chance for you to rehearse what you learned earlier in this chapter about sex differences.
On average, men and women differ in the importance they attach to physical attractiveness and
income, but that does not mean that women don’t care about looks and men don’t care about
money. And overall, as we'll see in chapter 3, men and women mostly want the same things, such
as warmth, emotional stability, and generous affection, from their romantic partners. Despite the
sex differences I just described, people do not want looks or money at the expense of other valuable
characteristics that men and women both want (Li, 2008). Finally, before I finish this footnote, do
you see how differential parental investment may promote men’s interest in looks and women'’s
interest in money? Think about it, and we’ll return to this point in chapter 3.

T don’t know about you, but this blows my mind. The bones of Lucy, the famous female Aus-
tralopithecus afarensis, are estimated to be 3.2 million years old, a span of time I find to be incom-
prehensible. That’s how long our predecessors have been adjusting, adapting, and reproducing. Is
it so unlikely that, in the midst of huge individual idiosyncrasy, some behavioral patterns became
commonplace?
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we do have inherited habits that are triggered by the situations we encounter.
Moreover, our habits may fit our modern situations to varying degrees. Behav-
ior results from the interplay of both personal and situational influences, but
some common reactions in people result from evolved human nature itself:

The pressures to which we have been exposed over millennia have left a men-
tal and emotional legacy. Some of these emotions and reactions, derived from
the species who were our ancestors, are unnecessary in a modern age, but these
vestiges of a former existence are indelibly printed in our make-up. (Winston,
2002, p. 3)

This is a provocative point of view that has attracted both acclaim and criti-
cism. On the one hand, the evolutionary perspective has prompted intriguing
new discoveries (Buss, 2012). On the other hand, assumptions about the primeval
social environments from which human nature emerged are necessarily specula-
tive. And importantly, critics assert, an evolutionary model is not the only reason-
able explanation for many of the patterns at issue (Eagly & Wood, 2013a). Women
may have to pick their mates more carefully than men do, for instance, not
because of the pressures of parental investment but because cultures routinely
allow women less control over financial resources (Wood & Eagly, 2007); argu-
ably, women have to be concerned about their spouses’ incomes when it’s hard
for them to earn as much money themselves. If women routinely filled similar
roles and had social status as high as men’s, women'’s greater interest in a mate’s
money might be much reduced (Zentner & Mitura, 2012).

Thus, critics of an evolutionary perspective emphasize the role of culture
in shaping male and female behavior (Wood & Eagly, 2012), and they contend
that patterns of behavior that are presumed to be evolved tendencies are both
less noticeable and more variable across cultures than an evolutionary model
would suggest (Eagly & Wood, 2013b). Proponents respond that, of course,
cultures are hugely influential—after all, they determine which behaviors are
adaptive and which are not—but there are differences in the mating strategies
and behavior of men and women that can’t be explained by social roles and
processes (Buss, 2013; Schmitt, 2012). The contest between these camps isn’t fin-
ished (Pirlott & Schmitt, 2014), and we’ll encounter it again later on. For now,
one thing is certain: Right or wrong, evolutionary models have generated fas-
cinating research that has been good for relationship science. And take note of
the bottom line: Whether it evolved or was a social creation (or both), there may
well be a human nature that shapes our intimate relationships.

THE INFLUENCE OF INTERACTION

The final building block of relationships is the interaction that the two partners
share. So far, we’ve focused on the idiosyncratic experiences and personalities that
individuals bring to a relationship, but it’s time to acknowledge that relationships
are much more than the sum of their parts. Relationships emerge from the corm-
bination of their participants” histories and talents (Simpson & Howland, 2012),
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and those amalgamations may be quite different from the simple sum of the indi-
viduals who create them. Chemists are used to thinking this way; when they mix
two elements (such as hydrogen and oxygen), they often get a compound (such as
water) that doesn’t resemble either of its constituent parts. In a similar fashion, the
relationship two people create results from contributions from each of them but
may only faintly resemble the relationships they share with other people.

Consider the levels of trust you feel toward others. Even if you're a secure
and trusting person, you undoubtedly trust some people more than others
because trust is a two-way street that is influenced both by your dispositions
and those of your partners (Simpson, 2007). Moreover, it emerges from the
dynamic give-and-take you and your partners share each day; trust is a fluid
process rather than a static, changeless thing, and it ebbs and flows in all of your
relationships.

Every intimate relationship is like this. Individually, two partners inevita-
bly encounter fluctuating moods and variable health and energy; then, when
they interact, their mutual influence on one another may produce a constantly
changing variety of outcomes (Totenhagen et al., 2012a). Over time, of course,
unmistakable patterns of interaction will often distinguish one relationship
from another (Zayas et al., 2002). Still, at any given moment, a relationship may
be an inconstant entity, the product of shifting transactions of complex people.

Overall, then, relationships are constructed of diverse influences that
may range from the fads and fashions of current culture to the basic nature of
the human race. Working alongside those generic influences are various idio-
syncratic factors such as personality and experience, some of them learned
and some of them inherited. And ultimately, two people who hail from the
same planet—but who may otherwise be somewhat different in every other
respect—begin to interact. The result may be frustrating or fulfilling, but
the possibilities are always fascinating—and that’s what relationships are
made of.

THE DARK SIDE OF RELATIONSHIPS

I began this chapter by asserting the value of intimacy to human beings, so,
to be fair, I should finish it by admitting that intimacy has potential costs as
well. We need intimacy—we suffer without it—but distress and displeasure
sometimes result from our dealings with others. Indeed, relationships can be
disappointing in so many ways that whole books can, and have been, writ-
ten about their drawbacks (Cupach & Spitzberg, 2011)! When they’re close to
others, people may fear that their sensitive secrets will be revealed or turned
against them. They may dread the loss of autonomy and personal control that
comes with interdependency (Baxter, 2004), and they may worry about being
abandoned by those on whom they rely. They recognize that there is dishonesty
in relationships and that people sometimes confuse sex with love (Firestone
& Catlett, 1999). And in fact, most of us (56 percent) have had a troublesome
relationship in the last 5 years (Levitt et al., 1996), so these are not empty fears.
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Some of us fear intimacy (Greenberg & Goldman, 2008). Indeed, some of
us anxiously expect that others will reject us, and we live on edge waiting for
the relational axe to fall (Romero-Canyas et al., 2009). But whether our fears
are overstated or merely realistic, we're all likely to experience unexpected,
frustrating costs in our relationships on occasion (Miller, 1997b). And the del-
eterious consequences for our physical health of disappointment and distress
in our close relationships can be substantial (Whisman et al., 2010).

So why take the risk? Because we are a social species. We need each other.
We prematurely wither and die without close connections to other people. Rela-
tionships can be complex, but they are essential parts of our lives, so they are
worth understanding as thoroughly as possible. I'm glad you're reading this
book, and I'll try to facilitate your understanding in the chapters that follow.

FOR YOUR CONSIDERATION

Mark and Wendy met during their junior years in college, and they instantly
found a lot to like in each other. Wendy was pretty and very feminine and
rather meek, and Mark liked the fact that he was able to entice her to have sex
with him on their second date. Wendy was susceptible to his charms because
she unjustly doubted her desirability, and she was excited that a dominant,
charismatic man found her attractive. They started cohabitating during their
senior years and married 6 months after graduation. They developed a tra-
ditional partnership, with Wendy staying home when their children were
young and Mark applying himself to his career. He succeeded in his profes-
sion, winning several lucrative promotions, but Wendy began to feel that he
was married more to his work than to her. She wanted him to talk to her
more, and he began to wish that she was eating less and taking better care
of herself.

Having read this chapter, what do you think the future holds for Mark and
Wendy? How happy will they be with each other in another 10 years? Why?

CHAPTER SUMMARY

The Nature and Importance of Intimacy
This book focuses on adult friendships and romantic relationships.

The Nature of Intimacy. Intimate relationships differ from more casual
associations in at least seven specific ways: knowledge, interdependence, caring,
trust, responsiveness, mutuality, and commitment.

The Need to Belong. Humans display a need to belong, a drive to maintain
regular interaction with affectionate, intimate partners. Severe consequences
may follow if the need remains unfulfilled over time.
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The Influence of Culture

Cultural norms regarding relationships in the United States have changed
dramatically over the last 50 years. Fewer people are marrying than ever before,
and those who do marry wait longer. People routinely cohabit, and that often
makes a future divorce more, not less, likely.

Sources of Change. Economic changes, increasing individualism, and
new technology contribute to cultural change. So does the sex ratio; cultures
with high sex ratios are characterized by traditional roles for men and women,
whereas low sex ratios are correlated with more permissive behavior.

The Influence of Experience

Children’s interactions with their caregivers produce different styles of
attachment. Four styles—secure, preoccupied, fearful, and dismissing—which dif-
fer in avoidance of intimacy and anxiety about abandonment, are now recognized.

These orientations are mostly learned. Thus, our beliefs about the nature
and worth of close relationships are shaped by our experiences within them.

The Influence of Individual Differences

There’s wide variation in people’s abilities and preferences, but individual
differences are usually gradual and subtle instead of abrupt.

Sex Differences. Despite lay beliefs that men and women are quite differ-
ent, most sex differences are quite small. The range of variation among mem-
bers of a given sex is always large compared to the average difference between
the sexes, and the overlap of the sexes is so substantial that many members of
one sex will always score higher than the average member of the other sex.
Thus, the sexes are much more similar than different on most of the topics of
interest to relationship science.

Gender Differences. Gender differences refer to social and psychological
distinctions that are taught to people by their cultures. Men are expected to be
dominant and assertive, women to be warm and emotionally expressive—but
a third of us are androgynous and possess both instrumental, task-oriented skills
and expressive, social and emotional talents. Men and women who adhere to
traditional gender roles do not like each other, either at first meeting or later
during a marriage, as much as less stereotyped, androgynous people do.

Personality. Personality traits are stable tendencies that characterize
people’s thoughts, feelings, and behavior across their whole lives. Openness,
extraversion, agreeableness, and conscientiousness help produce pleasant rela-
tionships, but neuroticism undermines one’s contentment.

Self-Esteem. What we think of ourselves emerges from our interactions
with others. The sociometer theory argues that if others regard us positively,
self-esteem is high, but if others don’t want to associate with us, self-esteem is
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low. People who have low self-esteem undermine and sabotage their close rela-
tionships by underestimating their partners’ love for them and overreacting to
imagined threats.

The Influence of Human Nature

An evolutionary perspective assumes that sexual selection shapes
humankind, influenced, in part, by sex differences in parental investment and
paternity uncertainty. The sexes pursue different mates when they’re interested
in a long, committed relationship than they do when they’re interested in a
short-term affair. The evolutionary perspective also assumes that cultural
influences determine whether inherited habits are still adaptive—and some
of them may not be.

The Influence of Interaction

Relationships result from the combinations of their participants’ histories
and talents, and thus are often more than the sum of their parts. Relationships
are fluid processes rather than static entities.

The Dark Side of Relationships

There are potential costs, as well as rewards, to intimacy. So why take the
risk? Because we are a social species, and we need each other.
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Research Methods

THE SHORT HISTORY OF RELATIONSHIP SCIENCE ¢ DEVELOPING A QUESTION
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¢ FOR YOUR CONSIDERATION ¢ CHAPTER SUMMARY

I bet you dread a chapter on research methods. You probably regard it as a
distraction to be endured before getting to “the good stuff.” Love, sex, and jeal-
ousy probably appeal to you, for instance, but research designs and procedures
are not at the top of your list.

Nevertheless, for several reasons, some basic knowledge of the methods
used by researchers is especially valuable for consumers of relationship science.
For one thing, more charlatans and imposters compete for your attention in this
field than in most others. Bookstores and websites are full of ideas offered by
people who don’t really study relationships at all but who (a) base suggestions
and advice on their own idiosyncratic experiences or (b) even worse, simply
make them up (Honeycutt, 1996). Appreciating the difference between trust-
worthy, reliable information and simple gossip can save you money and dis-
appointment. Moreover, misinformation about relationships is more likely to
cause people real inconvenience than are misunderstandings in other sciences.
People who misunderstand the nature of the solar system, for instance, are
much less likely to take action that will be disadvantageous to them than are
people who are misinformed about the effects of divorce on children. Studies
of relationships often have real human impact in everyday life (Johnson, 2012).

Indeed, this book speaks more directly to topics that affect you person-
ally than most other texts you'll ever read. Because of this, you have a special
responsibility to be an informed consumer who can distinguish flimsy whimsy
from solid truths.

This isn’t always easy. As we'll see in this chapter, there may be various
ways to address a specific research question, and each may have its own par-
ticular advantages and disadvantages. Reputable scientists gather and evaluate
information systematically and carefully, but no single technique may provide
the indisputable answers they seek. A thoughtful understanding of relation-
ships often requires us to combine information from many studies, evaluating
diverse facts with judicious discernment. This chapter provides the overview of
the techniques of relationship science that you need to make such judgments.
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Only basic principles are described here—this is one of the shortest chap-
ters in the book—but they should help you decide what evidence to accept and
what to question. And trust me. There’s a lot here that’s worth thinking about
even if you've read a Methods chapter before. Hopefully, when we're finished
you’ll be better equipped to distinguish useful research evidence from useless
anecdotes or mere speculation. For even more information, don’t hesitate to
consult other sources such as Mehl and Conner (2012) and Leary (2012).

THE SHORT HISTORY OF RELATIONSHIP SCIENCE

Isaac Newton identified some of the basic laws of physics more than 400 years
ago (back in 1687). Biology and chemistry have been around for just as long.
The systematic study of human relationships, on the other hand, is a recent
invention that is so new and so recent that you can actually talk, if you want,
with most of the scientists who have ever studied human intimacy! This is no
small matter. Because relationship science has a short history, it is less well
known than most other sciences, and for that reason, it is less well understood.
Very few people outside of colleges and universities appreciate the extraordi-
nary strides this new discipline has made in the last 50 years.

Until the mid-twentieth century, relationships were pondered mainly by
philosophers and poets. They had lots of opinions—doesn’t everybody?—but
those views were only opinions, and many of them were wrong. So, the first
efforts of behavioral scientists to conduct empirical observations of real rela-
tionships were momentous developments. Relationship science can be said
to have begun in the 1930s with a trickle of historically important studies of
children’s friendships (e.g., Moreno, 1934) and courtship and marriage (e.g.,
Waller, 1937). However, relatively few relationship studies were done before
World War II. After the war, several important field studies, such as Whyte’s
(1955) Street Corner Society and Festinger, Schachter, and Back’s (1950) study of
student friendships in campus housing, attracted attention and respect. Still, as
the 1950s drew to a close, a coherent science of relationships had yet to begin.
The president of the American Psychological Association even complained that
“psychologists, at least psychologists who write textbooks, not only show no
interest in the origin and development of love and affection, but they seem to
be unaware of its very existence” (Harlow, 1958, p. 673)!

That began to change, thank goodness, when an explosion of studies put
the field on the scientific map in the 1960s and 1970s. Pioneering scientists
Ellen Berscheid and Elaine Hatfield began systematic studies of attraction and
love that were fueled by a new emphasis on laboratory experiments in social
psychology (Reis et al., 2013). In a quest for precision that yielded unambigu-
ous results, researchers began studying specific influences on relationships
that they were able to control and manipulate. For instance, in a prominent
line of research on the role of attitude similarity in liking, Donn Byrne and
his colleagues (e.g., Byrne & Nelson, 1965) asked people to inspect an atti-
tude survey that had supposedly been completed by a stranger in another
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room. Then, they asked the participants how much they liked the stranger.
What the participants didn’t know was that the researchers had prepared the
survey either to agree or disagree with the participants” own attitudes (which
had been assessed earlier). This manipulation of attitude similarity had clear
effects: Apparent agreement caused people to like the stranger more than
disagreement did.

The methodological rigor of procedures like these satisfied researchers’
desires for clarity and concision. They legitimized and popularized the study
of interpersonal attraction, making it an indispensable part of psychology text-
books for the first time. In retrospect, however, these investigations often did a
poor job of representing the natural complexity of real relationships. The par-
ticipants in many of Byrne’s experiments never actually met that other person
or interacted with him or her in any way. Indeed, in the procedure I've been
describing, a meeting couldn’t occur because the stranger didn’t actually exist!
In this “phantom stranger” technique, people were merely reacting to check
marks on a piece of paper and were the only real participants in the study.
The researchers were measuring attraction to someone who wasn’t even there.
Byrne and his colleagues chose this method, limiting their investigation to one
carefully controlled aspect of relationship development, to study it conclusively.
However, they also created a rather sterile situation that lacked the immediacy
and drama of chatting with someone face-to-face on a first date.

But don’t underestimate the importance of studies like these. They dem-
onstrated that relationships could be studied scientifically and that such inves-
tigations had enormous promise, and they brought relationship science to the
attention of fellow scholars for the first time (Reis, 2012). And in the decades
since, through the combined efforts of family scholars, psychologists, sociolo-
gists, communication researchers, and neuroscientists, relationship science has
grown and evolved to encompass new methods of considerable complexity
and sophistication. Today, relationship science:

e often uses diverse samples of people drawn from all walks of life and from
around the world,

examines varied types of family, friendship, and romantic relationships,
frequently studies those relationships over long periods of time,

studies both the pleasant and unpleasant aspects of relationships,

often follows relationships in their natural settings, and

uses sophisticated technology.

Here are some examples of how the field currently operates:

¢ At Northwestern University, Eli Finkel and his colleagues (Tidwell et al.,
2013) conduct “speed-dating” studies in which singles rotate through
short conversations with 10 different potential romantic partners. Partici-
pants spend 4 minutes chatting with someone, record their reactions to the
interaction, and then move on to someone new. The dating prospects are
real; if both members of a couple indicate that they would like to see each
other again, the researchers give them access to a website where they can
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exchange messages. But the researchers are also able to inspect the build-
ing blocks of real romantic chemistry as people pursue new mates. (Watch
http: //www.youtube.com/watch?v=4hOKtyQMZeE for further detail.)

At the University of Texas at Arlington, William Ickes and his colleagues
study spontaneous, unscripted interactions between people (who have
sometimes just met) by leaving them alone on a comfortable couch for
a few minutes while their conversation is covertly videotaped (Ickes &
Hodges, 2013). The camera is actually hidden in another room across the
hall and can’t be seen even if you're looking directly at it, so there’s no clue
that anyone is watching (see Figure 2.1). Afterward, if the participants give
their permission for their recordings to be used, they can review the tapes
of their interaction in private cubicles where they are invited to report
what they were thinking—and what they thought their partners were
thinking—at each point in the interaction. The method thus provides an
objective videotaped record of the interaction, and participants’ thoughts
and feelings and perceptions of one another can be obtained, too.

FIGURE 2.1. Schematic diagram of William Ickes’s lab at the University of Texas at

Arlington.

Participants in a typical study will be left alone on a couch (1)—the only place to sit—in

a spacious room. A microphone hidden under a coffee table (2) and a video camera
completely out of sight in another room (3) record their conversation. Afterward, the
participants may offer insights into what they were thinking during their interaction
when they watch their videotape in individual viewing rooms (4 and 5).
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e At the University of Arizona, Matthias Mehl and his colleagues capture
brief slices of social life by equipping people with small recorders that
they carry with them during the day (Mehl & Robbins, 2012). The tiny
devices record all the sounds in the immediate vicinity for 30-second inter-
vals about 70 times a day. The resulting soundtrack indicates how often
people are alone, how frequently they interact with others, and whether
their conversations are pleasant or argumentative. This technique allows
researchers to listen in on real life as it naturally unfolds. (You can do some
eavesdropping of your own at http://dingo.sbs.arizona.edu/~mehl/
EAR.htm.)

e In Seattle (http://www.gottman.com/research/family/), John Gottman
and his colleagues invite married couples to a pleasant setting where
they revisit the disagreement that caused their last argument. They
know that they are being videotaped, but after a while they typically
become so absorbed in the interaction that they forget the cameras. The
researchers may also take physiological measurements such as heart
rate and electrodermal responses from the participants. Painstaking
second-by-second analysis of the biological, emotional, and behavioral
reactions they observe allow the researchers to predict with 93 percent
accuracy which of the couples will, and which will not, divorce years
later (Gottman, 2011).

e At Stony Brook University, Art Aron and his colleagues (Acevedo et al.,
2012) ask people who have been married for more than 20 years to look
at pictures of their beloved spouse or an old friend while the activity in
their brains is monitored with functional magnetic resonance imaging
(fMRI). The structures in the brain that regulate love, and the physical
differences between love and friendship, are being mapped for the first
time. (Watch http://www.youtube.com/watch?v=IDazasy68aU to get a
feel for this work.)

e In Germany, as part of a Panel Analysis of Intimate Relationships and
Family Dynamics (or “pairfam”), Bernhard Nauck and his colleagues are
conducting extensive interviews each year with over 12,400 people, their
lovers, their parents, and their children (if any). The project began in 2008
and is designed to continue until at least 2023! (See for yourself at http://
www.pairfam.de/en.)

¢ In the Early Years of Marriage Project run by Terri Orbuch and her col-
leagues (Orbuch et al., 2013), 199 white couples and 174 black couples
from the area surrounding Detroit, Michigan, have been interviewed
every few years since they were married in 1986. The project is taking
specific note of the influences of social and economic conditions on mari-
tal satisfaction, and it allows comparisons of the outcomes encountered
by white and black Americans. In 2002, 16 years after the project began,
36 percent of the white couples and 55 percent of the black couples had
already divorced (Birditt et al., 2012). Entire marriages are being tracked
from start to finish as time goes by. (Visit the project at http://projects.isr.
umich.edu/eym/.)
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I hope that you're impressed by the creativity and resourcefulness embod-
ied in these methods of research. (I am!) But as notable as they are, they barely
scratch the surface in illustrating the current state of relationship science. It’s
still young, but the field is now supported by hundreds of scholars around the
world who hail from diverse scientific disciplines and whose work appears in
several different professional journals devoted entirely to personal relation-
ships. If you're a student, you probably have access to the Journal of Marriage
and Family, the Journal of Social and Personal Relationships, and the journal sim-
ply entitled Personal Relationships. You can visit the International Association for
Relationship Research, the world’s largest organization of relationship scientists,
at http://www.iarr.org, and if you're enjoying this book, you have to check out the
wonderful site, http: //www.scienceofrelationships.com/.

DEVELOPING A QUESTION

How do these scholars study relationships? The first step in any scientific
endeavor is to ask a question, and in a field like this one, some questions emerge
from personal experience. Relationship researchers have an advantage over many
other scientists because their own experiences in close relationships can alert
them to important processes. Indeed, they may be hip deep in the very swamps
they are trying to drain (Miller, 2008)! Broader social problems also suggest ques-
tions for careful study. For instance, the huge increase in the U.S. divorce rate
from 1960 to 1980 resulted in a considerable amount of research on divorce as
social scientists took note of the culture’s changes.

Questions also come from previous research: Studies that answer one ques-
tion may raise new ones. And still other questions are suggested by theories that
strive to offer explanations for relational events. Useful theories both account
for existing facts and make new predictions, and studies often seek to test
those hypotheses. Relationship science involves questions that spring from all
of these sources; scientists will put together their personal observations, their
recognition of social problems, their knowledge of previous research, and their
theoretical perspectives to create the questions they ask (Fiske, 2004).

The questions themselves are usually of two broad types. First, researchers
may seek to describe events as they naturally occur, delineating the patterns they
observe as fully and accurately as they can. Alternatively, researchers can seek
to establish the causal connections between events to determine which events
have meaningful effects on subsequent outcomes and which do not. This dis-
tinction is important: Different studies have different goals, and discerning
consumers judge investigations with respect to their intended purposes. If an
exploratory study seeks mainly to describe a newly noticed phenomenon, we
shouldn’t criticize it for leaving us uncertain about the causes and the effects
of that phenomenon; those are different questions to be addressed later, after
we specify what we're talking about. And more importantly, thoughtful con-
sumers resist the temptation to draw causal connections from studies with
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descriptive goals. Only certain research designs allow any insight into the causal
connections between events, and clever consumers do not jump to unwarranted
conclusions that the research results do not support. This is a very key point,
and I'll return to it later on.

OBTAINING PARTICIPANTS

So, whose relationships are studied? Relationship researchers usually recruit
participants in one of two ways. The first approach is to use anyone who is
readily available and who consents to participate; this is a convenience sample
because it is (comparatively) convenient for the researcher to obtain. University
professors often work with college students who are required to be research
participants as part of their course work. Although some specific characteris-
tics must sometimes be met (so that a study may focus, for instance, only on
dating partners who have known each other for less than 2 months), research-
ers who use convenience samples are usually glad to get the help of everyone
they can.

In contrast, projects that use a representative sample strive to ensure that,
collectively, their participants resemble the entire population of people who are
of interest. A truly representative study of marriage, for example, would need
to include married people of all sorts—all ages, all nationalities, and all socio-
economic levels. That’s a tall order because, if nothing else, the people who vol-
untarily consent to participate in a research study may be somewhat different
from those who refuse to participate (see the box on page 50). Still, some stud-
ies have obtained samples that are representative of (volunteers in) the adult
population of individual countries or other delimited groups. And studies that
are straightforward enough to be conducted over the Internet can attract very
large samples that are much more diverse than those found on any one campus
or even in any one country (Gosling et al., 2010).

On the one hand, there is no question that if we seek general principles
that apply to most people, representative samples are better than convenience
samples. A convenience sample always allows the unhappy possibility that
the results we obtain are idiosyncratic, applying only to people who are just
like our participants—students at a certain university, or people from a par-
ticular area of the country. And although relationship science is now con-
ducted around the world, most of the studies we’ll encounter in this book
have come from cultures that are Western, well-educated, industrialized, rela-
tively rich, and democratic—so their participants are a little weird. (Get it?)
In fact, people from “weird” cultures do sometimes behave differently than
those who live in less developed nations (Henrich et al., 2010). On the other
hand, many processes studied by relationship researchers are basic enough
that they don’t differ substantially across demographic groups; people all over
the world, for instance, share similar standards about the nature of physi-
cal beauty (see chapter 3). To the extent that research examines fundamental
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TABLE 2.1. “Would You Go to Bed with Me Tonight?”

In Clark and Hatfield’s (1989) studies, college students walking across campus encoun-
tered a stranger of the other sex who said, “Hi, I've noticed you around campus, and I
find you very attractive,” and then offered one of the following three invitations. What
percentage of the students accepted the various offers?

Percentages Saying “Yes”

Invitations Men Women
“Would you go out with me tonight?” 50 56
“Would you come over to my apartment tonight?” 69 6
“Would you go to bed with me tonight?” 75 0

aspects of the ways humans react to each other, convenience samples may not
be disadvantageous.

Let’s consider a specific example. Back in 1978, Russell Clark sent men
and women out across the campus of Florida State University to proposition
members of the other sex. Individually, they approached unsuspecting people
and randomly assigned them to one of three invitations (see Table 2.1); some
people were simply asked out on a date, whereas others were asked to have
sex! The notable results were that no woman accepted the offer of sex from a
stranger, but 75 percent of the men did—and that was more men than accepted
the date!

This was a striking result, but so what? The study involved a small con-
venience sample on just one campus. Perhaps the results told us more about
the men at FSU than they did about men and women in general. In fact,
Clark had trouble getting the study published because of reviewers’ con-
cerns about the generality of the results. So, in 1982, he and Elaine Hatfield
tried again; they repeated the study at FSU and got the same results (Clark
& Hatfield, 1989).

Well, still so what? It was 4 years later, but the procedure had still been
tried only in Tallahassee. If you give this example some thought, you’ll be able
to generate several reasons why the results might apply only to one particular
time and one particular place.

I'd like to suggest a different perspective. Let’s not fuss too much about
the exact percentage of college men in Florida or elsewhere who would con-
sent to sex with a stranger. That’s the kind of specific attitude that you’'d expect
to vary some from one demographic group to another. Instead of endlessly
criticizing—or, even worse, dismissing—the results of the Clark and Hatfield
(1989) studies, let’s recognize their limitations but not miss their point: Men
were generally more accepting of casual sex than women were. When some-
body actually asked, men were much more likely to accept a sexual invitation
from a stranger than women were. Stated generally, that’s exactly the conclu-
sion that has now been drawn from subsequent investigations involving more
than 20,000 participants from every major region of the world (Schmitt & the
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The people in a representative sample reflect the demographic characteristics (sex, age,
race, etc.) of the entire population of people that the researchers wish to study.

International Sexuality Description Project, 2003), and Clark and Hatfield were
among the very first to document this sex difference. Their method was simple,
and their sample was limited, but they were onto something, and their proce-
dure detected a basic pattern that really does seem to exist.!

So, it’s absolutely true that the Clark and Hatfield (1989) studies were not
perfect. That’s a judgment with which Clark and Hatfield (2003) themselves
agree! But as long as their results are considered thoughtfully and judiciously,
even small studies using convenience samples like these can make important
contributions to relationship science. Our confidence in our collective under-
standing of relationships relies on knowledge obtained with diverse meth-
ods (Reis, 2002). Any single study may have some imperfections, but those
weaknesses may be answered by another study’s strengths. With a series
of investigations, each approaching a problem from a different angle, we
gradually delineate the truth. To be a thoughtful consumer of relationship
science, you should think the way the scientists do: No one study is perfect. Be

'For instance, in a study in May 2006 along the west coast of France, 57 percent of the men but
only 3 percent of the women accepted invitations to have sex with an attractive stranger (Guéguen,
2011). In June 2009, 38 percent of the men but only 2 percent of the women in urban areas of
Denmark did so (Hald & Hegh-Olesen, 2010). (These glaring differences are smaller, however,
when men and women are asked to imagine offers for sex from celebrities such as Jennifer Lopez
and Brad Pitt [Conley, 2011]!).



50  CHAPTER 2: Research Methods

The Challenge of Volunteer Bias in Relationship Research

Regardless of whether investigators
use convenience or representative sam-
pling, they still face the problem of
volunteer bias: Of the people invited
to participate, those who do may dif-
fer from those who don’t. In one illus-
tration of this problem, Karney et al.
(1995) simply asked 3,606 couples who
had applied for marriage licenses in Los
Angeles County whether they would
participate in a longitudinal study of
their relationships. Only 18 percent of
the couples said that they would, and
that’s a typical rate in procedures of
this sort. But their marriage licenses,
which were open to the public, pro-
vided several bits of information about
them (e.g., their addresses, their ages,
and their jobs). The volunteers differed
from those who refused to participate
in several ways; they were better edu-
cated, employed in higher-status jobs,
and more likely to have cohabited. If
the researchers had carried out a com-

plete study with these people, would
these characteristics have affected their
results?

The answer may depend on what
questions are asked, but volunteer bias
can color the images that emerge from
relationship research. People who vol-
unteer for studies dealing with sex-
ual behavior, for instance, tend to be
younger, more sexually experienced,
and more liberal than nonvolunteers
(Wiederman, 2004). Subtle bias can
occur even when people are required to
be research participants, as college stu-
dents often are. Conscientious students
participate earlier in the semester than
slackers do, and students who select
face-to-face lab studies are more extra-
verted than those who stay home and
participate online (Witt et al., 2011). Vol-
unteer biases such as these can limit the
extent to which research results apply to
those who did not participate in a par-
ticular study.

cautious. Various methods are valuable. Wisdom takes time. But the truth is out
there, and we're getting closer all the time.

CHOOSING A DESIGN

Okay, we’ve formulated a research question and obtained some participants.
Now, we need to arrange our observations in a way that will answer our ques-
tion. How do we do that?

Correlational Designs

Correlations describe patterns in which change in one event is accompanied to
some degree by change in another. The patterns can be of two types. If the two
events are positively correlated, they go up and down together—that is, as one
goes up, so does the other, and as the other goes down, so does the first one.
In speed-dating studies, for instance, the more two strangers think they have
in common after a brief interaction, the more they tend to like each other
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FIGURE 2.2. Correlational patterns.

(Tidwell et al., 2013). Higher levels of perceived similarity are associated with
greater liking.

In contrast, if two events are negatively correlated, they change in oppo-
site directions: as one goes up, the other goes down, and as one goes down,
the other goes up. For example, people who have high neuroticism? tend to
be less satisfied with their marriages than others are; higher neuroticism is
associated with lower marital satisfaction (Malouff et al., 2010). Positive and
negative correlations are portrayed in Figure 2.2, which also includes an
example of what we see when two events are uncorrelated: If events are unre-
lated, one of them doesn’t change in any predictable way when the other goes
up or down.

Patterns like these are often intriguing, and they can be very important,
but they are routinely misunderstood by unsophisticated consumers. Please,
always remember that correlations tell us that two events change together in
some recognizable way, but, all by themselves, they do not tell us why that
occurs. Correlational designs typically study naturally occurring behavior
without trying to influence or control the situations in which it unfolds—and
the correlations that are observed do not tell us about the causal connections
between events. Be careful not to assume too much when you encounter a cor-
relation; many different plausible causal connections may all be possible when
a correlation exists. Consider the fact that perceived similarity is positively
related to liking; here are three straightforward possibilities:

2Take a look back at page 27 if you’d like to refresh your memory of what neuroticism is.
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There are often several possible, plausible reasons why two events are related. If all
you've got is a correlation, don’t jump to conclusions!

¢ one of these two may cause the other—perceived similarity might lead to
greater liking. Or,

¢ the other of these two could cause the one—so that liking others leads us to
assume that we have a lot in common with them. Or,

¢ something else, a third variable, may explain why similarity and liking
are related. Similarity may not lead to liking, and liking may not lead to
perceived similarity; instead, something else, like really good looks, may
cause us to like others and to assume (or hope?) that we're compatible
with them.

Any of these three, along with many other more complex chains of events, may
be possible when two events are correlated. If all we have is a correlation, all we
know is that a predictable pattern exists. We don’t know what causal connec-
tions are involved.?

Experimental Designs

When it’s possible, the way to investigate causal connections is to use an
experimental design. Experiments provide straightforward information about
causes and their effects because experimenters create and control the condi-
tions they study. In a true experiment, researchers intentionally manipulate one
or more variables and randomly assign participants to the different conditions
they have created to see how those changes affect people. Thus, instead of just
asking “Do two things change together?” experimenters ask “If we change one,
what happens to the other?”

*I should note, however, that if we have lots of correlations involving a number of variables, or if
we have taken our measurements on several occasions over a span of time, sophisticated statisti-
cal analyses can usually rule out some of the possible causal connections that make correlational
findings ambiguous. We should be careful not to assume that simple correlations involve causal
connections, but advanced statistical techniques often make it possible to draw some defensible
conclusions about cause and effect within correlational designs.
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Let’s illustrate the difference between an experiment and a correlational
study by reconsidering Donn Byrne’s classic work on attitude similarity and
attraction (e.g., Byrne & Nelson, 1965). Had Byrne simply measured partners’
perceptions of each other’s attitudes and their liking for each other, he would
have obtained a positive correlation between perceived similarity and liking,
but he would not have been sure why they were related.

What Byrne did instead was an experiment. Once his participants arrived
at his lab, he flipped a coin to determine randomly who would encounter a
similar stranger and who would encounter one who didn’t agree with them
at all. He controlled that apparent agreement or disagreement, and it was the
only difference between the two situations in which participants found them-
selves. With this procedure, when Byrne observed higher liking for the similar
stranger, he could reasonably conclude that the greater agreement had caused
the higher liking. How? Because the participants were randomly assigned to
the two situations, the different degrees of liking could not be due to differences
in the people who encountered each situation; on average, the two groups of
participants were identical. Moreover, they all had identical experiences in the
experiment except for the apparent similarity of the stranger. The only reason-
able explanation for the different behavior Byrne observed was that similarity
leads to liking. His experiment clearly showed that the manipulated cause, atti-
tude similarity, had a noticeable effect, higher liking.

Experiments provide clearer, more definitive tests of causal connections
than other designs do. Done well, they clearly delineate cause and effect. Why,
then, do researchers ever do anything else? The key is that experimenters have
to be able to control and manipulate the events they wish to study. Byrne could
control the information that his participants received about someone they had
never met, but he couldn’t manipulate other important influences on intimate
relationships. We still can’t. (How do you create full-fledged experiences of
romantic love in a laboratory?) You can’t do experiments on events you cannot
control.

So, correlational and experimental designs each have their own advan-
tages. With correlational designs, we can study compelling events in the real
world—commitment to a relationship, passionate love, unsafe sex—and exam-
ine the links among them. But correlational designs are limited in what they can
tell us about the causal relationships among events. With experimental designs,
we can examine causal connections, but we are limited in what we can study.
Hopefully, you can see why different researchers may study the same topic in
different ways, with different research designs—and why that’s a good thing.

SELECTING A SETTING

We’re making progress. We've developed our research question, recruited our
participants, and chosen our design. Now, we have to select a setting in which
to conduct our investigation. The usual choices include (a) a laboratory or (b)
a natural, everyday environment, such as a couple’s home. Either choice has
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advantages and disadvantages. (You're getting used to that now, aren’t you?)
The lab offers the advantage of greater control over extraneous, unwanted influ-
ences, but it may elicit artificial behavior that differs from what people usually
do (Callaghan et al., 2013). Natural settings offer the advantage of obtaining
more typical behavior, but they can be full of distractions and hard to manage.

Wherever a study takes place, some behaviors are difficult to study because
they are rare, or unpleasant, or very intimate (or all three). One way to over-
come these difficulties is to have subjects role-play the behavior we're trying
to understand—to act “as if” they were jealous, for instance, or were having an
argument, or were trying to entice someone into bed. Role-play studies vary
in how realistic they are. At one extreme, participants may be asked to read a
story involving the relevant behavior and to imagine those events happening
to them. Such scenarios are always less vivid than the real events would be,
and they allow people to respond in a cool, collected fashion that may be quite
different from the impulsive and emotional reactions they display when such
events really take place. At the other extreme, studies known as simulations ask
people to act out a particular role in a hypothetical situation. For example, an
investigator might ask a couple to pretend that they are angry with each other
and then observe how they behave. This strategy is more engrossing, but par-
ticipants still know that they are only pretending. Role-play studies are an ethi-
cally defensible way to study emotionally charged topics, but people may do
what they think they should do in these situations rather than what they really
would do if the events actually occurred. Once again, there are both advantages
and disadvantages to consider.

High-Tech Role-Playing

An intriguing new tool in relationship
science is the use of immersive virtual
environments (or IVEs) to study human
interaction (Blascovich & Bailenson,
2011). In an IVE study, participants
interact with three-dimensional com-
puter representations of other people;
they wear headsets that control what
they see, and as they move through
space in an empty room, the visual
feedback they receive responds to their
actual movements. It's like actually
being inside an elaborate video game.
Of course, participants know that
the things they see aren’t really hap-
pening. Nevertheless, an IVE can be
an absorbing experience that gener-
ates behavior that resembles people’s

actions in real life. People’s attachment
styles, for instance, predict their behav-
ior in virtual reality as well as real life
(Schonbrodt & Asendorpf, 2012). And
the technique allows researchers precise
control over the appearance, actions,
and reactions of the virtual partners
with whom the participants interact.
Researchers can create exactly the same
situation over and over, or they can
vary the situation in subtle ways that
would be hard to regulate with real-life
actors and assistants. Verisimilitude
versus control: Here’s another research
tool with important advantages and
disadvantages, and we’ll probably
be hearing more about it in the years
to come.
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THE NATURE OF OUR DATA

Now, just what type of information will we be actually collecting? Are we
recording others” judgments and perceptions of a relationship, or are we
inspecting specific interactions ourselves? Two major types of research mea-
sures are described here: (a) people’s own reports about their thoughts, feel-
ings, and behaviors and (b) careful observations of others” behavior. We'll also
examine some variations on these themes. No matter what data we use, our
measures should have psychometric validity and reliability. That is, we should
be accurately measuring the events we're trying to measure (that’s validity),
and, if those events aren’t changing, we should get the same scores time after
time (that’s reliability).

Self-Reports

The most common means of studying intimate relationships is to ask peo-
ple about their experiences. Such responses are self-reports, and they can be
obtained in a variety of formats: through written questionnaires, verbal inter-
views, or even unstructured diaries in which participants write about whatever
comes to mind. The common theme linking such techniques is that people are
telling us about their experiences—we’re not watching them ourselves.

Self-report data have important benefits. For one thing, they allow us to
“get inside people’s heads” and understand personal points of view that may
not be apparent to outside observers. Self-report data are also inexpensive and
easy to obtain. Consider, for instance, the short self-report measure provided in
Table 2.2: Those seven questions do a remarkably good job of assessing people’s
satisfaction with their close relationships. For most purposes, there’s no reason
to ask more elaborate questions or use other means to distinguish satisfied lov-
ers from those who are less content because this handful of straightforward
questions works just fine (Renshaw et al., 2011). Self-report measures can be
both very efficient and very informative. Still (and by now, this probably isn’t
a surprise!), self-reports may also present potential problems. Here are three
things to worry about.

Participants’ Interpretations of the Questions

Self-reports always occur in response to a researcher’s instructions or ques-
tions. If the participants misinterpret what the researcher means or intends,
their subsequent self-reports can be misleading. For instance: “With how
many people have you had sex?” When men answer that question, they tend
to include partners with whom they have had oral sex but no intercourse,
whereas women tend to count only those partners with whom they have had
intercourse (Gute et al., 2008). This is one reason why men routinely report that
they have had sex with more members of the other sex than women do.* In fact,

*This provocative sex difference is explored in more detail in the box on page 287. (See, I told you
the boxes would be worth your time.)



56  CHAPTER 2: Research Methods

TABLE 2.2 The Relationship Assessment Scale

Circle the answer below each question that best describes your current romantic
relationship.

1. How well does your partner meet your needs?

1 2 3 4 5
not at all somewhat moderately well very well  extremely well
2. In general, how satisfied are you with your relationship?
1 2 3 4 5
not at all somewhat moderately very extremely
3. How good is your relationship compared to most?
1 2 3 4 5
not at all somewhat moderately very extremely
4. How often do you wish you hadn’t gotten into this relationship?
1 2 3 4 5
never rarely occasionally often very often
5. To what extent has your relationship met your original expectations?
1 2 3 4 5
not at all somewhat moderately well very well  extremely well
6. How much do you love your partner?
1 2 3 4 5
not at all somewhat moderately very much extremely
7. How many problems are there in your relationship?
1 2 3 4 5
none a few some many very many

Source: Hendrick et al., 1998.

To determine your score, reverse the ratings you provided on items 4 and 7. If you
circled a 1, change it to a 5; if you answered 2, make it a 4; 4 becomes 2, and 5 becomes
1. Then add up your answers. The higher your score, the more content you are with
your relationship.

undetected problems with people’s comprehension of terms describing sexual
behavior—including “orgasm” (Chabot et al., 2013)—may be a major problem
in sexuality research (Wiederman, 2004).

Difficulties in Recall or Awareness

Even when people understand our questions, they may not be able to
answer them correctly. For one thing, they may lack insight into their actions,
so that what they think is going on isn’t entirely accurate. For instance, women
say the physical attractiveness of a mate is less important to them than men do.
However, when they encounter and evaluate several potential partners at once
in speed-dating studies, looks do matter just as much to women as they do to
men (Eastwick & Finkel, 2008), and looks are the most important influence on



CHAPTER 2: Research Methods 57

who likes whom for both sexes (Luo & Zhang, 2009). On occasion, what people
can tell us about their preferences and behavior doesn’t accurately reflect what
they actually say and do.

Faulty memories can also be a problem. Self-reports are most accurate
when people describe specific, objective events that have occurred recently.
They are more likely to be inaccurate when we ask them about things that
happened long ago (Aicken et al., 2013). Specific details may be forgotten—
in one study (Mitchell, 2010), 50 percent of a large sample of divorced people
did not correctly report in which month they were divorced—and past feel-
ings are especially likely to be misremembered. In particular, if a passionate
romance ends in pain and discontent, the disappointed lovers are likely to have
a very hard time remembering how happy and enthusiastic they felt months
earlier when they had just fallen in love (Grote & Frieze, 1998).

Bias in Participants’ Reports

A final worry—a big one—involves the possibility of systematic bias or dis-
tortion in people’s reports. In particular, people may be reluctant to tell research-
ers anything that makes them look bad or that portrays them in an undesirable
light. This can cause a social desirability bias, or distortion that results from
people’s wishes to make good impressions on others. For instance, studies that
simply ask people how often they’ve cheated on (Schick et al., 2014), or beaten
(Follingstad & Rogers, 2013), their partners are likely to get answers that under-
estimate the prevalence of both events. In one case, 4 percent of those who had
been divorced a few years earlier—the researchers knew this because they had
seen the divorce decrees on file at county courthouses—claimed that they had
never been divorced (Mitchell, 2010)! In another instance, women reported
having more sex partners and losing their virginity at younger ages when they
were hooked up to lie detectors than when they were not (Fisher, 2013). Proce-
dures that guarantee participants” anonymity—such as allowing them to take
surveys online instead of face-to-face (March et al., 2013)—help reduce social
desirability problems such as these, but bias is always a concern when studies
address sensitive issues.

Observations

Another way to collect information about relationships is to observe behavior
directly. Scientific observations are rarely casual undertakings. Researchers either
measure behavior with sophisticated tools or carefully train their colleagues
to make observations that are accurate, reliable, and often quite detailed.

Some studies involve direct observations of ongoing behavior whereas
others use recordings from which observations are made at a later time.
Event-sampling is a method that uses intermittent, short periods of observation
to capture samples of behavior that actually occur over longer periods of time;
investigators may randomly sample short spans of time when a target behavior
is likely to occur, scattering periods of observation through different times on
different days. The work being done by Matthias Mehl (Mehl & Robbins, 2011)
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Assessing Attachment Styles

Studies of attachment have become a
major theme in relationship science, and
I'll mention attachment in every chap-
ter to come. Where do all these findings
come from? In most cases, research par-
ticipants have described their feelings
about close relationships on a question-
naire. Now that we’ve considered some
of the nuances of self-report data, let’s
inspect the tool that’s most often used to
assess attachment.

The 12 items presented here are
drawn from a longer questionnaire
created by Kelly Brennan and her col-
leagues (1998), and they obtain results
that are very similar to those obtained
with the longer scale (Wei et al., 2007).
I've labeled the two dimensions of
attachment to which the items pertain,
but those labels do not appear on the

Items measuring
Anxiety about Abandonment:

1. Iworry that romantic partners
won’t care about me as much as
I care about them.

2. My desire to be close sometimes
scares people away.

3. Ineed a lot of reassurance that I
am loved by my partner.

4. 1find that my partner(s) don’t
want to get as close as I would like.

5. I get frustrated when romantic
partners are not available when
Ineed them.

6. Ido not often worry about being
abandoned.

To get your own score on these items,
reverse your score on the sixth Anxiety
item and on numbers 4, 5, and 6 of the
Avoidance items. A score of 1 becomes

actual survey, and the items are mixed
together. Respondents are asked to rate
the extent of their agreement or dis-
agreement with each item on a seven-
point scale ranging from 1 (disagree
strongly) to 7 (agree strongly). Note that
you’d report high levels of anxiety or
avoidance by agreeing with some items
and disagreeing with others; this is a
common tactic that is used to encour-
age thoughtful answers and to help
researchers detect careless responses.

Researchers typically derive two
scores, an anxiety score and an avoidance
score, and then determine how they
predict different relational outcomes.
People with a secure style of attach-
ment, as you may recall (from page
17), would have low scores on both
dimensions.

Items measuring
Avoidance of Intimacy:

1. I'want to get close to my partner,
but I keep pulling back.

2. Iam nervous when partners get
too close to me.

3. Itry to avoid getting too close to
my partner.

4. Tusually discuss my problems and
concerns with my partner.

5. It helps to turn to my romantic
partner in times of need.

6. Iturn to my partner for many
things, including comfort and
reassurance.

a7,a3becomesab,abbecomesa?, and
so on. An average score on the Anxiety
items is 22; a score below 15 is pretty
low, and a score above 29 is pretty high.




Average Avoidance is 15, with 9 being
noticeably low and 21 being notably
high (Wei et al., 2007).

Do the answers that people give
to questions such as these really mat-
ter? Yes, they do. There are other means
of assessing attachment that involve
extensive interviews, but they are not
often used because these items do such
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a fine job of identifying meaningful
individual differences (Shaver & Miku-
lincer, 2013). Despite possible biases,
vocabulary problems, and all the other
potential problems with self-reports,
these items delineate different global
orientations to intimate relationships
that are very influential, as we will see
throughout this book.

with small recorders that fit in a pocket is a fine example of this technique. The
devices are called electronically activated recorders, or EARs. (Get it?) They
switch on for brief periods at regular intervals during the day and capture the
sounds of whatever interactions participants are having at the time. You won't
be surprised to learn that when EARs capture a lot of surly emotions such as
anger and contempt in couples’ conversations, the partners are less content and
their relationship is more fragile 6 months later (Slatcher & Ranson, 2011).

The observations that result from a procedure such as this can take several
forms. Researchers sometimes make ratings that characterize the events they
witness in relatively global terms. For example, an argument might be rated
with regard to the extent to which it is “constructive and problem solving” or
“argumentative and hostile.” Alternatively, observers may employ coding pro-
cedures that focus on very specific behaviors such as the amount of time people
speak during an interaction, the number of smiles they display, or the number
of times they touch each other (Humbad et al., 2011). These perceptions are typ-
ically more objective than ratings are, and they can sometimes be mechanized
to be even more impartial. For instance, James Pennebaker has developed soft-
ware that codes the words people use, and it allows an automatic analysis of
the content of people’s conversations. (And it's bad news when partners use the
word “you” too frequently; such people tend to be less satisfied with their rela-
tionships than those who use “you” less often [Tausczik & Pennebaker, 2010].)

Other technologies provide additional measures of behavior. In an
eye-tracking study, for instance, participants don headgear that focuses tiny
video cameras on their eyes. Then, when they inspect various images, their eye
movements indicate what they’re looking at, and for how long (Gervais et al.,
2013). We’d be able to tell, for instance, whether you prefer blondes or brunettes
by presenting two images differing only in hair color side-by-side: You’'d spend
more time scrutinizing the image you find more alluring.

Observations such as these generally avoid the disadvantages of self-
reports. On the other hand, we need self-reports if we're to understand people’s
personal perceptions of their experiences. Observational studies can also be
expensive, sometimes requiring costly equipment and consuming hours and
hours of observers’ time. One remarkable study filmed every waking moment
of the interactions of 32 different families over the course of 1 week, and the
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1,540 hours of resulting video required thousands of hours of careful inspection
to code and categorize (Carey, 2010).

Observational research can also suffer from the problem of reactivity:
People may change their behavior when they know they are being observed.
(A camera in your living room would probably change some of your
behavior—at least until you got used to it.) For that reason, researchers are
always glad to conduct observations that cannot possibly alter the behaviors
they’re studying—and in one such investigation, relationship scientists moni-
tored the Facebook profiles of 1,640 people—almost the entire freshman class
at a particular university—as their college years went by (Wimmer & Lewis,
2010). They tracked the public information in the profiles to determine how the
users’ tastes and values influenced the friendships they formed. The research-
ers had specific, serious aims—this was not informal browsing—and they
couldn’t have unwanted influence on the behavior they were studying because
the participants did not know that they were being watched! We will undoubt-
edly be seeing many more studies of social networking on the Web in the years
to come. (Do you find this troubling? Why?)

Physiological Measures

We can also avoid any problems with reactivity if we observe behavior that
people cannot consciously control, and physiological measures of people’s
autonomic and biochemical reactions often do just that. Physiological measures
assess such responses as heart rate, muscle tension, genital arousal, brain activ-
ity, and hormone levels to determine how our physical states are associated
with our social behavior.

Some investigations examine the manner in which physiology shapes our
interactions with others. For instance, the level of the neuropeptide oxytocin in
your blood helps to determine how empathic and trusting you are (Campbell,
2010); remarkably, if you're given a dose of oxytocin, you'll be temporarily less
suspicious of others (MacDonald & MacDonald, 2010). There are also physi-
ological foundations to our attachment styles. Stronger autonomic reactions
to social stressors, including the release of hormones such as adrenalin, are
found in insecure people than in secure ones; social threats that create uneasy
arousal in anxious and avoidant people often leave secure people cool and calm
(Diamond & Fagundes, 2010).

Other studies seek to map the physiological foundations of social behavior.
For example, fMRI has identified the structures in our brains that seem to regu-
late love and lust (Tomlinson & Aron, 2012). fMRI images show which parts of
the brain are consuming more oxygen and are therefore more active than others
when certain states occur—and as it turns out, warm romantic affection and
yearning sexual desire appear to be controlled by different parts of our brains.
(Are you surprised?)

Physiological measures are often expensive, but their use is increasing
because they allow researchers to explore the physical foundations of our rela-
tionships. They are a good example of the manner in which relationship science
is becoming more complex and sophisticated all the time.
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Archival Materials

Historical archives also avoid the problem of reactivity. Personal documents
such as photographs and diaries, public media such as newspapers and maga-
zines, and governmental records such as marriage licenses and birth records
can all be valuable sources of data about relationships, and when these are
dated, they become “archival” information. In one study, researchers exam-
ined old university yearbook photos to determine if people’s expressions as
young adults could predict their chances of a future divorce (Hertenstein et
al., 2009). (What did they find? See chapter 5!) Archival materials are “nonreac-
tive” because inspection of archival data does not change the behaviors being
studied. They can be limited, however, because they may not contain all the
information a researcher would really like to have.

THE ETHICS OF SUCH ENDEAVORS

Studies using archival materials often run no risk at all of embarrassing any-
one, but research on relationships does occasionally require investigators to ask
questions about sensitive topics or to observe private behavior. Should we pry
into people’s personal affairs?

This is not an issue I pose lightly. Although it’s enormously valuable and
sorely needed, relationship science presents important ethical dilemmas. Just
asking people to fill out questionnaires describing their relationships may have
unintended effects on those partnerships. When we ask people to specify what
they get out of a relationship or to rate their love for their partners, for instance,
we focus their attention on delicate matters they may not have thought much
about. We encourage them to evaluate their relationships, and stimulate their
thinking. Moreover, we arouse their natural curiosity about what their partners
may be saying in response to the same questions. Researchers’ innocent inqui-
ries may alert people to relationship problems or frustrations they didn’t know
they had.

Simulations and other observational studies may have even more impact.
Consider John Gottman’s (2011) method of asking spouses to revisit the issue
that caused their last argument: He doesn’t encourage people to quarrel and
bicker, but some of them do. Spouses that disagree sourly and bitterly are at
much greater risk for divorce than are spouses who disagree with grace and
humor, and Gottman’s work has illuminated the specific behaviors that fore-
cast trouble ahead. This work is extremely important. But does it do damage?
Should we actually invite couples to return to a disagreement that may erode
their satisfaction even further?

The answer to that question isn’t simple. Relationship scientists ordinarily
are very careful to safeguard the welfare of their participants (Kimmel, 2004).
Detailed information is provided to potential participants before a study begins
so that they can make an informed decision about whether or not to participate.
Their consent to participate is voluntary and can be withdrawn at any time.
After the data are collected, the researchers provide prompt feedback that
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explains any experimental manipulations and describes the larger purposes of
the investigation. Final reports regarding the outcomes of the study are often
made available when the study is complete. In addition, when ticklish matters
are being investigated, researchers may provide information about where par-
ticipants can obtain couples’ counseling should they wish to do so; psychologi-
cal services may even be offered for free.

As you can see, relationship science is based on compassionate concern
for the well-being of its participants. People are
treated with respect, thanked warmly for their A Point to Ponder
efforts, and may even be paid for their time. They
may also fipd the.zir experiences to be. i'nteres't- studies sensitive issues
ing and enlightening. People who participate in .4 private behavior such
studies of sexual behavior (Kuyper et al., 2014) a5 infidelity and partner
and dating violence (Shorey et al., 2011), for abuse.Should it? Do you
instance, routinely have positive reactions and are  support such studies? Are
distressed very rarely. That’s reassuring. Still, you willing to participate
should we be trying to study such private and inti-  in them?
mate matters?

The answer from here is absolutely yes. There’s another side to the issue
of ethics I haven’t yet mentioned: science’s ethical imperative to gain knowl-
edge that can benefit humanity. Ignorance can be wasteful. For instance, the
U.S. Department of Health and Human Services is currently spending a pile of
money to fund a Healthy Marriage Initiative that is intended to teach African
Americans skills that will help them sustain their marriages. Black Americans
are targets of this marriage-enrichment program because, compared to whites,
they are less likely to marry and more likely to divorce (Johnson, 2012). One
of the assumptions underlying the Initiative is that the marriages of African
Americans will be more stable if they come to value marriage more—so tax-
payers’ dollars are being spent on classes that try to convince blacks to respect
and appreciate matrimony. The problem here—as is apparent to relationship
scientists (Trail & Karney, 2012)—is that African Americans value marriage just
as much as anyone else. They want to be married even more than whites do, but
they don’t get married when they face bleak economic prospects. In particular,
black women do not want to marry men who don’t have steady jobs (Barr &
Simons, 2012). When they do marry, their marriages are less stable on aver-
age because they more often encounter financial difficulties (Hardie & Lucas,
2010), and any couple that has to struggle with worries over money tends to
be less content. Thus, the relative fragility of African American marriages
seems to have more to with social class than with individual attitudes (Trail &
Karney, 2012).

So it’s pretty silly to expect that values education will change anything.
A government program that seeks to improve relationships would probably
do better to fund effective training for better jobs or to increase the minimum
wage than to try to teach people to respect marriage. And clearly, if we seek to
promote human well-being, we need good information as well as good inten-
tions. In a culture that offers us bizarre examples of “love” on TV shows such as

Relationship science
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The Bachelor and The Bachelorette—and in which real marriages are more likely
to be failures than to be successes (Cherlin, 2009)—it would be unethical not
to try to understand how relationships work. Intimate relationships can be a
source of the grandest, most glorious pleasure human beings experience, but
they can also be a source of terrible suffering and appalling destructiveness.
It is inherently ethical, relationship scientists assert, to try to learn how the joy
might be increased and the misery reduced.

INTERPRETING AND INTEGRATING RESULTS

This isn’t a statistics text (and I know you're pleased by that), but there are a few
more aspects of the way relationship scientists do business that the thoughtful
consumer of the field should understand. Most relationship studies subject the
data they obtain to statistical analysis to determine whether their results are
statistically “significant.” This is a calculation of how likely it is that the results
(e.g., the observed correlations or the effects of the manipulated variables in
an experiment) could have occurred by chance. If it’s quite unlikely that the
results could be due to chance, we have a “significant” result. All of the research
results reported in this book are significant results. You can also be confident
that the studies that have obtained these results have passed critical inspec-
tion by other scientists. This does not mean, however, that every single specific
result  may mention is unequivocally, absolutely, positively true: Some of them
might have occurred by chance, reflecting the influence of odd samples of peo-
ple or unwanted mistakes of various sorts. Remember, too, that the results we’ll
encounter always describe patterns that are evident in the behavior of groups
of people—and because of differences among individuals (see chapter 1), those
patterns will apply to particular individuals to varying degrees. Please do not
be so naive as to think that research results that do, in fact, apply to most people
must be wrong because you know someone to whom those results do not seem
to apply. I'll need you to be more sophisticated and reasonable than that.

With those cautions in place, let’s note that the data obtained in relation-
ship studies can also present unique challenges and complexities. Here are two
examples:

Paired, interdependent data. Most statistical procedures assume that the
scores of different participants are independent of each other—that is, one per-
son’s responses are not influenced by anyone else’s—but that’s not true when
both members of a couple are involved. Wilma’s satisfaction with her relation-
ship with Fred is very likely to be influenced by whether or not Fred is happy
too, so her satisfaction is not independent of his. Responses obtained from rela-
tionship partners are often interdependent, and special statistical procedures
are advisable for analyzing such data (e.g., West, 2013).

Three sources of influence. Furthermore, relationships emerge from the indi-
vidual contributions of the separate partners and from the unique effects of how
they combine as a pair. For example, imagine that Betty and Barney have a
happy marriage. One reason for this may be the fact that Barney is an especially
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pleasant fellow who gets along well with everyone, including Betty. Alterna-
tively (or, perhaps, in addition), Betty may be the one who's easy to live with.
However, Betty and Barney may also have a better relationship with each other
than they could have with anyone else because of the unique way their
individual traits combine; the whole may be more than the sum of its parts.
Relationship researchers often encounter phenomena that result from the
combination of all three of these influences, the two individual partners and
the idiosyncratic partnership they share. Sophisticated statistical analyses are
required to study all of these components at once (Kenny & Ledermann, 2010),
another indication of the complexity of relationship science.

So what’s my point here? I've noted that stud-
ies of close relationships tackle intricate matters A Point to Ponder
and that statistical significance testing involves
probabilities, not certainties. Should you take
everything I say with a grain of salt, doubting ., "5 o you find
me at every turn? Well, yes and no. I want you to surprising? Is it, “Wow,
be more thoughtful and less gullible, and I want | gidn’t know that,” or
you to appreciate the complexities underlying the something more like, “This
things you're about to learn. Remember to think is wrong”? Where does
like a scientist: No study is perfect, but the truth is  your reaction come from?
out there. We put more faith in patterns of results
that are obtained by different investigators working with different samples
of participants. We are also more confident when results are replicated with
diverse methods.

For these reasons, scientists now do frequent meta-analyses, which are
studies that statistically combine the results from several prior studies (e.g.,
Robles et al., 2014). In a meta-analysis, an investigator compiles all existing
studies of a particular phenomenon and combines their results to identify the
themes they contain. If the prior studies all produce basically the same result,
the meta-analysis makes that plain; if there are discrepancies, the meta-analysis
may reveal why.

With tools like this at its disposal, relationship science has made enormous
strides despite its short history and the complexity of its subject matter. And
despite my earlier cautions, (nearly all of) the things I'll share with you in this
text are dependable facts, reliable results you can see for yourself if you do
what the researchers did. Even more impressively, most of them are facts that
had not been discovered when your parents were born.

What's your first thought
when you encounter a fact

A FINAL NOTE

In my desire to help you be more discerning, I've spent a lot of this chap-
ter noting various pros and cons of diverse procedures, usually conclud-
ing that no single option is the best one in all cases. I hoped to encourage
you to be more thoughtful about the complexities of good research. But in
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closing, let me reassure you that relationship science is in better shape than
all of these uncertainties may make it seem. When relationship science began,
the typical study obtained self-reports from a convenience sample of college
students (Cooper & Sheldon, 2002), and many studies are still of that sort.
However, researchers are now routinely studying more diverse samples with
sophisticated designs that employ more complex measures, and the variety of
methods with which researchers now study relationships is a strength, not a
weakness (Ickes, 2000). Furthermore, the field’s judicious ability to differentiate
what it does and does not yet know is a mark of its honesty and its developing
maturity and wisdom.

People like easy answers. They like their information cut-and-dried. Many
people actually prefer simple nonsense—such as the idea that men come from
Mars and women come from Venus—to the scientific truth, if the truth is harder
to grasp. However, as a new consumer of the science of relationships, you have
an obligation to prefer facts to gossip, even if you have to work a little harder
to make sense of their complexities. Don’t mistake scientific caution for a lack
of quality. To the contrary, I want to leave you with the thought that it demon-
strates scientific respectability to be forthright about the strengths and weak-
nesses of one’s discipline. It's more often the frauds and imposters who claim
they are always correct than the cautious scientists, who are really trying to get
it right.

FOR YOUR CONSIDERATION

Chris and Kelsey had to participate in research studies if they wanted to pass
the Introductory Psychology course they were taking together, so they signed
up for a study of “Relationship Processes.” They had been dating for 2 months,
and the study was seeking “premarital romantic couples,” and they liked the
fact that they would be paid $5 if they both participated. So, they attended a
session with a dozen other couples in which they were separated and seated
on opposite sides of a large room. They read and signed a permission form that
noted they could quit anytime they wanted and then started to work on a long
questionnaire.

Some of the questions were provocative. They were asked how many dif-
ferent people they had had sex with in the last year and how many people they
wanted to have sex with in the next 5 years. Then, they were asked to answer
the same questions again, this time as they believed the other would. Chris had
never pondered such questions before, and he realized, once he thought about
it, that he actually knew very little about Kelsey’s sexual history and future
intentions. That night, he was a little anxious, wondering and worrying about
Kelsey’s answers to those questions.

Having read this chapter, do you think this research procedure was ethical?
Why?
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CHAPTER SUMMARY

The Short History of Relationship Science

The scientific study of relationships is a recent endeavor that has come of
age only in the last 35 years. The field has now grown to include the study of all
types of relationships in their natural settings around the world.

Developing a Question

Research questions come from a number of sources, including personal
experience, recognition of social problems, the results of prior research, and
theoretical predictions. The questions usually seek either to describe events or
to delineate causal connections among variables.

Obtaining Participants

Convenience samples are composed of participants who are easily available.
Representative samples are more costly, but they better reflect the population of
interest. Both types of samples can suffer from volunteer bias.

Choosing a Design

Correlational Designs. A correlation describes the strength and direction of
an association between two variables. Correlations are inherently ambiguous
because events can be related for a variety of reasons.

Experimental Designs. Experiments control and manipulate situations to
delineate cause and effect. Experiments are very informative, but some events
cannot be studied experimentally for practical or ethical reasons.

Selecting a Setting

Research can be conducted in laboratories or in real-world settings such
as a couple’s home. Control over extraneous variables is often reduced out-
side the lab. Role-play studies allow researchers to examine emotional events
in an ethical manner but may not indicate what people really do in such
situations.

The Nature of Our Data

Self-Reports. With self-reports, participants describe their own thoughts,
feelings, and behavior, but they may misunderstand the researchers’ questions,
have faulty memories, and be subject to social desirability biases.

Observations. In event-sampling, brief observations are made intermit-
tently. Observations avoid the problems of self-reports, but they are expensive
to conduct, and reactivity can be a problem.

Physiological Measures. Measurements of people’s biological changes
indicate how our physical states are associated with our social interactions.
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Archival Materials. Historical records are nonreactive and allow research-
ers to compare the present with the past.

The Ethics of Such Endeavors

Participation in relationship research may change people’s relationships by
encouraging them to think carefully about the situations they face. As a result,
researchers take pains to protect the welfare of their participants.

Interpreting and Integrating Results

Statistical analysis determines the likelihood that results could have
occurred by chance. When this likelihood is very low, the results are said to
be significant. Some such results may still be due to chance, however, so the
thoughtful consumer does not put undue faith in any one study. Meta-analysis
lends confidence to conclusions by statistically combining results from several
studies.

A Final Note

Scientific caution is appropriate, but it should not be mistaken for weak-
ness or imprecision. Relationship science is in great shape.
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Attraction

THE FUNDAMENTAL BAsis OF ATTRACTION @ PRrRoxXiMITY: LIKING THOSE
NEAR Us & PHYSICAL ATTRACTIVENESS: LIKING THOSE WHO ARE
LoveLy & RecriprociTY: LIKING THOSE WHO Like Us ¢ SIMILARITY:
LikiNnG THOSE WHO ARE LikE Us @ BARRIERS: LIKING THOSE WE
CanNoT HAVE ¢ So, WHAT Do MEN AND WOMEN WANT? ¢ FOR YOUR
CONSIDERATION ¢ CHAPTER SUMMARY

You're alone in a classroom, beginning to read this chapter, when the door
opens and a stranger walks in. Is this someone who appeals to you? Might you
have just encountered a potential friend or lover? Remarkably, you probably
developed a tentative answer to those questions more quickly than you were
able to read this sentence (Willis & Todorov, 2006). What’s going on? Where
did your judgment come from? This chapter considers these issues. Psycho-
logically, the first step toward a relationship is always the same: interpersonal
attraction, the desire to approach someone. Feelings of attraction don’t guaran-
tee that a relationship will develop, but they do open the door to the possibility.
I'll examine several major influences that shape our attraction to others, start-
ing with a basic principle about how attraction works.

THE FUNDAMENTAL BASIS OF ATTRACTION

The most fundamental assumption about interpersonal attraction is that we are
attracted to others whose presence is rewarding to us (Clore & Byrne, 1974).
Two different types of rewards influence attraction: noticeable direct rewards
we obviously receive from our interaction with others, and more subtle indirect
benefits of which we’re not always aware and that are merely associated with
someone else. Direct rewards refer to all the evident pleasures people provide
us. When they shower us with interest and approval, we’re usually gratified by
the attention and acceptance. When they are witty and beautiful, we enjoy their
pleasing characteristics. And when they give us money or good advice, we are
clearly better off. Most of the time, the more direct rewards that people provide
us, the more attracted we are to them.

But attraction also results from a variety of subtle influences that are only
indirectly related to the obvious kindness, good looks, or pleasing personali-
ties of those we meet. For instance, anything about new acquaintances that
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resembles us, however tangentially, may make them seem more likable. Con-
sider a fellow named Dennis who is fond of his name; because of the shared
first letter, “it might not be too far-fetched [for] Dennis to gravitate toward cit-
ies such as Denver, careers such as dentistry, and romantic partners such as
Denise” (Pelham et al., 2005, p. 106). In fact, that’s what happens: People are
disproportionately likely to fall in love with someone who has a name that
resembles their own (Jones et al., 2004). Rewards like these are indirect and
mild, and we sometimes don’t even consciously notice them—but they do illus-
trate just how diverse and varied the rewards that attract us to others can be.

We may also gain indirect benefits from particular partners when, without
deliberately doing so, we pursue partners who make it more likely that our
children will thrive and survive to have children of their own (Buss, 2012). As
we’ll see, we're often attracted to others who offer advantages that would be
beneficial to our potential offspring, even when having children is the furthest
thing from our minds.

Indeed, most of us simply think that we’re attracted to someone if he or she
is an appealing person, but it’s really more complex than that. Attraction does
involve the perceived characteristics of the person who appeals to us, but it also
depends on our individual needs, preferences, and desires, and on the situation
in which we find ourselves (Eastwick, 2013). Attraction is based on rewarding
experiences with another person, but those rewards take a variety of forms,
and we’re not necessarily always aware of all of the influences that shape our
choices. So, let’s begin our survey of influences on attraction with one that’s
usually more important than we think.

PROXIMITY: LIKING THOSE NEAR US

We might get to know someone online, but isn’t interaction more reward-
ing when we can hear others’ voices, see their smiles, and actually hold their
hands? Most of the time, relationships are more rewarding when they involve
people who are near one another (who are physically, as well as psychologi-
cally, close). Indeed, our physical proximity to others often determines whether
or not we ever meet them in the first place. More often than not, our friendships
and romances grow out of interactions with those who are nearby.

In fact, there is a clear connection between physical proximity and inter-
personal attraction, and a few feet can make a big difference. Think about your
Relationships classroom: Who have you gotten to know since the semester
started? Who is a new friend? It’s likely that the people you know and like best
sit near you in class. When they are assigned seats in a classroom, college stu-
dents are much more likely to become friends with those sitting near them than
with those sitting across the room, even when the room is fairly small (Back
et al., 2008a).

A similar phenomenon occurs in student housing complexes. In a classic
study, Festinger, Schachter, and Back (1950) examined the friendships among
students living in campus housing at the Massachusetts Institute of Technology.
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FIGURE 3.1. A student apartment building at MIT.
In the study by Festinger et al. (1950), residents were randomly assigned to rooms in
buildings like these.
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Source: Myers, 1993.

Residents were randomly assigned to rooms in 17 different buildings that were
all like the one in Figure 3.1. People who lived close to each other were much
more likely to become friends than were those whose rooms were further apart.
Indeed, the chances that residents would become friends were closely related to
the distances between their rooms (see Table 3.1). And the same result was also
obtained from one building to the next: People were more likely to know and
like residents of other buildings that were close to their own. Obviously, even
small distances have a much larger influence on our relationships than most
people realize. Whenever we choose the exact place where we will live or work
or go to school, we also take a major step toward determining who the signifi-
cant others in our lives are likely to be.

Familiarity: Repeated Contact

Why does proximity have such influence? For one thing, it increases the chances
that two people will cross paths often and become more familiar with each
other. Folk wisdom suggests that “familiarity breeds contempt,” but research

TABLE 3.1. Friendship Choices in Campus Housing at MIT

Two hundred seventy people living in buildings like that pictured in Figure 3.1 were
asked to list their three closest companions. Among those living on the same floor of a
given building, here’s how often the residents named someone living;:

1 door away 41% of the time
2 doors away 22%
3 doors away 16%
4 doors away 10%

Only 88 feet separated residents living four doors apart, at opposite ends of the same
floor, but they were only one-quarter as likely to become friends as were people living
in adjacent rooms. Similar patterns were obtained from one floor to the next, and from
building to building in the housing complex, so it was clear that small distances played
a large part in determining who would and who would not be friends.
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Liking for the Women

FIGURE 3.2. The mere exposure effect in college classrooms.
Even though they never interacted with anyone, other students liked the women more
the more often they visited a class.

evidence disagrees. Instead of being irritating, repeated contact with—or mere
exposure to—someone usually increases our liking for him or her (Zajonc,
2001). Even if we have never talked to them, we tend to like people whose faces
we recognize more than those whose faces are unfamiliar to us.

Moreland and Beach (1992) provided an interesting example of the mere
exposure effect when they had college women attend certain classes either 15
times, 10 times, or 5 times during a semester. These women never talked to any-
one and simply sat there, but they were present in the room frequently, some-
times, or rarely. Then at the end of the semester, the real students were given
pictures of the women and asked for their reactions. The results were very
clear: The more familiar the women were, the more the students were attracted
to them. And they were all liked better than women the students had never
seen at all. (See Figure 3.2.)

The proximity that occurs in college classrooms influences real relation-
ships, too. An intriguing analysis of a whole year’s worth of the millions
of e-mail messages passed among the tens of thousands of students at a large
university—back before texting became commonplace—demonstrated that,
among students who did not already share an acquaintance, taking a class
together made it 140 times more likely that they would message each other
(Kossinets & Watts, 2006). And small distances matter; students who are
assigned seats next to each other are much more likely to become friends than
are those who are given seats a couple of rows apart (Segal, 1974).!

I This effect is so striking, I keep thinking that I should insist that my own students change seats
halfway through the semester and sit next to a whole new bunch of potential friends. They would
probably leave the course knowing—and liking—more people. But, because they’d probably also
be annoyed to move, I've never done it.
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Of course, familiarity has it limits. As we gain information about others, we
may find that they are obnoxious, disagreeable, or inept, and increasing expo-
sure to such people may lead us to like them less, not more (Norton et al., 2013).
Indeed, a study in a condominium complex in California (Ebbesen et al., 1976)
found that although most of the residents’ friends lived nearby, most of their
enemies did, too! Only rarely did people report that they really disliked some-
one who lived several buildings away from them. Instead, they despised fellow
residents who were close enough to annoy them often—by playing music too
loudly, letting their dogs bark, and so on.

Proximity can also be disadvantageous when people who have come to
know each other online—see the box on page 73—meet in person for the first
time. People put their best foot (and face) forward when they’re writing per-
sonal profiles and posting pictures, so what you see on the Web is not necessar-
ily what you get when you finally meet someone face-to-face (Hall, Park, et al.,
2010). In particular, men often claim that they’re taller and richer, and women
claim that they’re lighter and younger, than they really are (“Online Dating Sta-
tistics,” 2014). They've also typically been careful and selective in describing
their attitudes and tastes, so there’s still a lot to learn about them. Thus, on
average, when people who have met online get together in person for the first
time, they’'re mildly disappointed; the knowledge they have about each other
goes up, but their perceived similarity to, and their liking for, each other goes
down (Norton et al., 2007). When we find out who our online partners actually
are—as opposed to who we thought they were—our attraction to them often
declines (Ramirez & Zhang, 2007).

Proximity can also be surprisingly problematic when partners in long-
distance relationships are reunited after some time apart. When partners have
to separate—for instance, when one of them is called to military service—“out
of sight” does not inevitably lead to “out of mind.” A separation can destroy
a relationship, particularly if the partners start dating other people who are
close at hand (Sahlstein, 2006). But the more committed partners are to their
relationship, the more they miss each other, and the more they miss each other,
the harder they work to express their continued love and regard for each other
across the miles (Le et al., 2011). Their conversations tend to be longer and more
personal than those they would ordinarily have face-to-face, and they also tend
to stay positive and steer clear of touchy topics (Rossetto, 2013). As a result,
they’re likely to construct idealized images of their partnership that portray it
as one that’s worth waiting for (Kelmer et al., 2013), and absence can indeed (at
least temporarily) make the heart grow fonder (Jiang & Hancock, 2013). Unfor-
tunately, reunions are often more stressful than people expect. When soldiers
return home, for instance, the reunited lovers lose some of their autonomy and
have to relearn how to comfortably depend on one another; they have to rene-
gotiate their roles and rhythms, and confront the things (which they have often
forgotten) that they didn’t like about each other (Karakurt et al., 2013). So per-
haps it isn’t surprising that one-third of the long-distance dating partners—and
remember, commitment is a key influence on all of this—who get back together
break up within 3 months of their reunion (Stafford et al., 2006).
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Digital Distance
Where Almost Everybody Is Just a Click or Two Away

Proximity matters, but we also have
astounding reach to others online,
where we can encounter potential mates
that we’d never meet any other way
(Sprecher & Metts, 2013). It's now com-
monplace for romances to begin online,
with the partners first meeting on dat-
ing websites or on Facebook, in chat
rooms, online communities, multiplayer
games, or other online locales. Online
encounters are now the second-most-
common way (after meeting through
friends) that heterosexual couples get
started, and they are the most frequent
way gays and lesbians find each other;
about one in every four (23 percent)
heterosexual couples and most gay and
lesbian couples (61 percent) now meet
online (Rosenfeld & Thomas, 2012). In
particular, most Americans (59 percent)
think that dating websites are “a good
way to meet people” (Smith & Duggan,
2013), and there’s something for every-
one. Are you looking for a fellow farmer?
Try FarmersOnly.com.* Another veg-
etarian? VeggieDate.org. A sugar daddy?
SugarDaddie.com. A hookup? OnlineBoo-
tyCall.com, which features the “Booty
Call® Commandment” “Thou shalt
kiss anything except my mouth.” An
extramarital affair? AshleyMadison.com
in the United States, and IllicitEncoun-
ters.com in the United Kingdom. And
to help you take advantage of physical
proximity, smartphone apps can show
you interested others who are in your
vicinity as you travel through your day;
Grindr.com, for instance, facilitates meet-
ings of gay men.

So, there’s amazing access to oth-
ers on the Web, and on dating sites it
usually comes with a lot of introduc-
tory information about potential part-
ners. That sounds great, and users’
expectations are often high. But the

outcomes people experience on dat-
ing sites can be disappointing, for sev-
eral reasons. For one thing, there are
fewer partners out there than it may
seem; in order to make their pages
more impressive, dating websites are
often slow to remove inactive profiles
of ex-subscribers who have left the
service. By one estimate in 2010, only
7 percent of the profiles that were vis-
ible on Match.com belonged to people
who were still seeking partners (Slater,
2013). And the (apparent) abundance
of choices isn’t necessarily conducive
to relationship success. Overwhelmed
by hundreds of profiles, people can
become sloppy and less exacting in
their choices, homing in, for instance,
on particularly attractive people with
whom they have absolutely nothing
in common (Finkel et al., 2012). Dis-
tracted by their many options, they
may also be less likely to commit to any
one partner; most users (53 percent)
have dated more than one person
simultaneously (“Online Dating Sta-
tistics,” 2014). And finally, it’s unlikely
that a dating site that offers to identify
people who will be particularly per-
fect partners for their subscribers will
be able to actually fulfill that promise;
unique compatibility is so complex, it’s
hard to predict before two people have
actually met (Finkel et al., 2012).
Nevertheless, more than one-third
of American marriages now result from
meetings of the spouses that occurred
online. (Only 45 percent of those meet-
ings occur on dating websites; most
occur elsewhere.) And when lasting

*I am not recommending any of these sites! Buyer
beware. They’re mentioned here only to illustrate
the remarkable reach of the Web. They're just
examples, and there are plenty more where they
came from.
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partnerships do result, they’re actu-
ally a tad more satisfying and a little
less likely to break up than are rela-
tionships that begin offline (Cacioppo
et al., 2013). We saw in chapter 1 that
technology influences relationships,
and there’s no more dramatic example

than the advent of online dating and
mating. This isn’t the way Grandma
and Grandpa got together, and in some
respects, “the Internet may be alter-
ing the dynamics and outcomes of
marriage itself” (Cacioppo et al., 2013,
p- 10135).

Convenience: Proximity Is Rewarding and Distance Is Costly

Now, don’t let these exceptions leave you with the impression that proxim-
ity is generally deleterious. It's not. Another reason why proximity promotes
most partnerships is that when others are nearby, it’s easy to enjoy whatever
rewards they offer. Everything else being equal, a partner who is nearby has
a big advantage over one who is far away: The expense and effort of getting
to a distant partner—such as expensive airfares or hours on the road—make a
distant relationship more costly overall than one that is closer to home. Distant
relationships are less rewarding, too; an expression of love over a video feed is
less delightful than an actual soft kiss on the lips.

The only notable thing about this is that anyone should find it sur-
prising. However, lovers who have to endure a period of separation may
blithely believe, because their relationship has been so rewarding up to that
point, that some time apart will not adversely affect their romance. If so,
they may be surprised by the difference distance makes. When a relation-
ship that enjoys the convenience of proximity becomes inconvenient due
to distance, it may suffer more than either partner expects. Lovers who are
deeply committed to their relationship often survive a separation (Kelmer
et al., 2013), but other partnerships may ultimately be doomed by distance
(Sahlstein, 2006).

The Power of Proximity

The bottom line is that proximity makes it more likely that two people will
meet and interact. What follows depends on the people involved, of course, but
the good news is that most of the time, when two strangers begin chatting, they
like each other more the more they chat (Reis et al., 2011). This does not occur
with everyone we meet (Norton et al., 2013), and it is less likely to occur when
we're in an evaluative mindset and are judging them. Also, over time, constant
contact with someone also carries the possibility that unrewarding monotony
will set in (Finkel et al., 2014b). Nevertheless, when we come to know others and
our goal is simply to get along and to have a good time (Maniaci & Reis, 2013),
familiarity with them increases our attraction to them. And that’s the power of
proximity.
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PHYSICAL ATTRACTIVENESS: LIKING THOSE
WHO ARE LOVELY

After proximity brings people together, what’s the first thing we're likely to
notice about those we meet? Their looks, of course. And, although we all know
that we shouldn’t “judge books by their covers,” looks count. Physical attractive-
ness greatly influences the first impressions that people form of one another. In
general, right or wrong, we tend to assume that good-looking people are more
likable, better people than those who are unattractive (Brewer & Archer, 2007).

Our Bias for Beauty: “What Is Beautiful Is Good”

Imagine that you're given a photograph of a stranger’s face and, using only the
photo, are asked to guess at the personality and prospects the person possesses.
Studies of judgments such as these routinely find that physically attractive peo-
ple are presumed to be interesting, sociable people who are likely to encounter
personal and professional success in life and love (see Table 3.2). In general, we
seem to think that what is beautiful is good; we assume that attractive people have
desirable traits—such as agreeableness, extraversion, and conscientiousness—
that complement their desirable appearances (Segal-Caspi et al., 2012). And we
seem to make these judgments automatically, without any conscious thought;
a beautiful face triggers a positive evaluation the instant we see it (Olson &
Marshuetz, 2005).

We don’t expect good-looking strangers to be wonderful in every respect;
the more attractive they are, the more promiscuous we think them to be
(Brewer & Archer, 2007). (Is this just wishful thinking? It may be. One reason
that we like to think that pretty people are outgoing and kind is because we're
attracted to them, and we want them to like us in return [Lemay et al., 2010].
Hope springs eternal.) Still, there’s no question that attractive people make
better overall impressions on us than less attractive people do, and this tends

TABLE 3.2. What Is Beautiful Is Good

Both male and female research participants judged that physically attractive people
were more likely than unattractive people to have the following characteristics:

Kind Interesting
Strong Poised
Outgoing Sociable
Nurturant Exciting date
Sensitive Good character

Sexually warm and responsive

These same judges also believed that, compared to those who were unattractive,
physically attractive people would have futures that involved:

More prestige Happier marriages
More social and professional success ~ More fulfilling lives

Source: Dion et al., 1972.
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to be true all over the world. In Korea, for example, pretty people are presumed
to be sociable, intelligent, and socially skilled, just as they are in the United
States. However, in keeping with Korea’s collectivist culture (which empha-
sizes group harmony), attractive people are also presumed to be concerned
with the well-being of others, a result that is not obtained in the West (Wheeler
& Kim, 1997). What is beautiful is desirable around the world, but the spe-
cific advantages attributed to lovely people depend somewhat on the specific
values of a culture.

The bias for beauty may also lead us to confuse beauty with talent. In the
workplace, physically attractive people make more money and are promoted
more often than are those with average looks. On average, good-looking
folks earn $230,000 more during their lifetimes than less lovely people do
(Hamermesh, 2013). On campus, attractive professors get better teaching eval-
uations from their students than unattractive instructors do (Hamermesh &
Parker, 2005). The more attractive U.S. politicians are, the more competent they
are judged to be (Olivola & Todorov, 2010a). Attractive people even make bet-
ter impressions in court; good-looking culprits convicted of misdemeanors in
Texas get lower fines than they would have received had they been less attrac-
tive (Downs & Lyons, 1991).

But are the interactions and relationships of beautiful people really any
different from those of people who are less pretty? I'll address that question
shortly. First, though, we need to assess whether we all tend to agree on who is
pretty and who is not.

Who's Pretty?

Consider this: On the first day of a college class, researchers invite you to join
a circle that, including you, contains four men and four women. All of the
others are strangers. Your task is to take a close look at each person and to rate
(secretly!) his or her physical attractiveness while they all judge you in return.
What would you expect? Would all four members of the other sex in your
group agree about how attractive you are? Would you and the other three
people of the same sex give each of the four others exactly the same rating?
David Marcus and I did a study just like this to determine the extent to which
beauty is in the “eye of the beholder” (Marcus & Miller, 2003). We did find
some mild disagreement among the observers that presumably resulted from
individual tastes. Judgments of beauty were somewhat idiosyncratic—but
not much. The take-home story of our study was the overwhelming consen-
sus among people about the physical beauty of the strangers they encoun-
tered. Our participants clearly shared the same notions of who is and who
isn’t pretty.

Moreover, this consensus exists across ethnic groups: Asians, Hispanics,
and black and white Americans all tend to agree with each other about the
attractiveness of women from all four groups (Cunningham et al., 1995). Even
more striking is the finding that newborn infants exhibit preferences for faces
like those that adults find attractive, too (Slater et al., 2000); when they are
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much too young to be affected by social norms, babies spend more time gazing
at attractive than unattractive faces.

What faces are those? There’s little doubt that women are more attractive if
they have “baby-faced” features such as large eyes, a small nose, a small chin,
and full lips (Jones, 1995). The point is not to look childish, however, but to
appear feminine and youthful; beautiful women combine those baby-faced
features with signs of maturity such as prominent cheekbones, narrow cheeks,
and a broad smile (Cunningham et al., 2002). Women who present all these fea-
tures are thought to be attractive all over the world (Jones, 1995).

Male attractiveness is more complex. Men who have strong jaws and broad
foreheads—who look strong and dominant—are usually thought to be hand-
some (Rhodes, 2006). (Envision George Clooney.) On the other hand, when
average male faces are made slightly more feminine and baby-faced through
computer imaging, the “feminized” faces—which look warm and friendly—
are attractive, too. (Envision Tobey Maguire.) Remarkably, which facial style is
more attractive to women is influenced by their menstrual cycles; if they are not
using hormonal contraception and are cycling naturally, they tend to find rug-
ged, manly features somewhat more appealing when they are fertile, just before
they ovulate, but they’re more attracted to youthful boyishness the rest of the
month (Little et al., 2002).

In any case, good-looking faces in both sexes have features that are nei-
ther too large nor too small. Indeed, they are quite average. If you use com-
puter imaging software to create composite images that combine the features
of individual faces, the average faces that result are more attractive than nearly
all of the faces that make up the composite (Rubenstein et al., 2002). This is

Which of these two faces is more appealing to you? They are composite images of the same
face that have been altered to include feminine or masculine facial features, and if you're a
woman, your answer may depend on the current phase of your menstrual cycle. Women
tend to find the more masculine face on the right to be more attractive when they are
fertile, but they consider the more feminine face on the left to be more appealing during
the rest of the month. This is a subtle effect—the differences in preference are not large
(Gildersleeve, Haselton, & Fales, 2014)—but the fact that they exist at all is interesting.

I'll have more to say about this phenomenon a few pages from now. Picture A is a 50%
feminized male composite; B is a 50% masculinized male composite.

A B

Source: Little et al., 2002; Anthony Little (wwuw.alittlelab.com).
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true not only in the United States but also in China, Nigeria, India, and Japan
(Rhodes et al., 2002). (For a delightful set of examples from Germany, go to
www.beautycheck.de.)

However, this doesn’t mean that gorgeous people have bland, ordinary
looks. The images that result from this averaging process are actually rather
unusual. Their features are all proportional to one another; no nose is too big,
and no eyes are too small, and there is nothing about such faces that is exag-
gerated, underdeveloped, or odd. Averaged faces are also symmetrical with the
two sides of the face being mirror images of one another; the eyes are the same
size, the cheeks are the same width, and so on. Facial symmetry is attractive in
its own right, whether or not a face is “average” (Fink et al., 2006). In fact, if you
take a close look at identical twins, whose faces are very similar, you'll probably
think that the twin with the more symmetric face is the more attractive of the
two (Mealey et al., 1999). Both symmetry and “averageness” make their own
contribution to facial beauty, so beautiful faces combine the best features of
individual faces in a balanced, well-proportioned whole.

Of course, some bodies are more attractive than others, too. Men find wom-
en’s shapes most alluring when they are of normal weight, neither too heavy nor
too thin, and their waists are noticeably narrower than their hips (Furnham et al.,
2005). The most attractive waist-to-hip ratio, or WHR, is a curvy 0.7 in which the
waist is 30 percent smaller than the hips (see Figure 3.3 on the next page); this
“hourglass” shape appeals to men around the world (Singh et al., 2010).% In the
Czech Republic, for instance, the slimmer a woman’s waist is, the more often she

Look what happens when 2, 8, or 32 real faces are morphed together into composite
images. When more faces are combined, the resulting image portrays a face that is not
odd or idiosyncratic in any way and that has features and dimensions that are more
and more typical of the human race. The result is a more attractive image. Averaged
faces are attractive faces.

a. 2-Face Composite b. 8-Face Composite c. 32-Face Composite
Source: Rubenstein et al., 2002.

2If you want to measure your own WHR, find the circumference of your waist at its narrowest
point and divide that figure by the circumference of your hips at their broadest point, including
your buttocks. Your butt is included in your “waist-to-hip” ratio.
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0.80 0.85
Source: Kosciriski, 2014.

FIGURE 3.3. Waist-to-hip ratios.

These figures portray the range of different waist-to-hip ratios that are typically found
in young women. When men study a variety of images that present all of the possible
WHRs from 0.6 to 0.85, they find an average WHR of 0.7 to be most attractive.

and her man have sex and the better his erectile function is (Brody & Weiss, 2013).
This appears to be a fundamental preference, too; even men who have been blind
from birth prefer a low WHR in women’s bodies when they assess their shapes
by touch (Karremans et al., 2010). Women who are overweight are usually
judged to be less attractive than slender and normal-weight women are (Faries &
Bartholomew, 2012), and marriages are more satisfying to both spouses, on aver-
age, when wives are thinner than their husbands (Meltzer et al., 2011), but thin
women are not more attractive to men than women of normal weight (Swami
et al., 2007). Men also like larger, as opposed to smaller, breasts, but their size is
less important than their proportion to the rest of a woman’s body; a curvy 0.75
waist-to-bust ratio is very appealing (Voracek & Fisher, 2006), and larger breasts
don’t enhance a woman’s appeal if they are paired with a stocky body (Furnham
et al., 2006). In addition, a woman’s WHR has more influence on men’s judg-
ments of her attractiveness than her breast size does (Dixson et al., 2011).3

Once again, male attractiveness is more complex. Men’s bodies are most
attractive when their waists are only slightly narrower than their hips, with a
WHR of 0.9. Broad shoulders and muscles are also attractive; men with higher
shoulder-to-hip ratios (around 1.2) and bigger muscles have sex with more
women and at earlier ages than do men who have narrower shoulders (Hughes
& Gallup, 2003) or smaller muscles (Lassek & Gaulin, 2009)—and this, too, is
true around the world (Frederick et al., 2011). However, a nice shape doesn’t
attract a woman to a man unless he has other resources as well; a man’s WHR
affects women’s evaluations of him only when he earns a healthy salary (Singh,
1995). A man is not all that attractive to women if he is handsome but poor.

31 can also report that when men get 5 seconds to inspect full-body frontal images of naked women,
the first things they look at are the breasts and waist (Dixson et al., 2011). The face comes later. (But
if you're a woman, you already knew that.)
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Judgments of physical attractiveness are evidently multifaceted, and
several other characteristics also influence those perceptions. Both men and
women tend to prefer heterosexual partnerships in which he is taller than she is
(Stulp et al., 2013), so tall men get more responses from women to their online
profiles than short men do. A guy who’s short—say, 5" 4”—can get as many
responses on a dating website as a fellow who’s much taller—say, 6" 1”—but
only if he earns more money. A lot more. In this particular case, the shorter
man would have to earn $221,000 more each year to be as interesting to women
(Hitsch et al., 2010).

A potential partner’s smell matters more to women than to men (Herz &
Inzlicht, 2002). Nevertheless, men prefer the natural scents of pretty women
to those of women who are less attractive (Thornhill et al., 2003). In a typi-
cal study of this sort, people shower using unscented soap before they go to
bed and then sleep in the same T-shirt for several nights. Then, research par-
ticipants who have never met those people take a big whiff of those shirts and
select the scents that are most appealing to them. Symmetrical, attractive peo-
ple evidently smell better than asymmetrical, less attractive people do, because
strangers prefer the aromas of attractive people to the smells of those who are
more plain (Thornhill et al., 2003). What’s more, heterosexual men don’t much
like the smell of gay men, who have aromas that are more attractive to other
gay guys than to straight men (Martins et al., 2005). I am not making this up, so
there are evidently subtle influences at work here.

Women are also more attractive to men when they have longer rather
than shorter hair. In studies of this sort, men evaluate a woman whose hair—
through the magic of computer imaging—varies in length from picture to
picture. They’re more interested in dating women who (appear to) have long
hair, in part because they think that the women are less likely to be engaged
or married and more willing to have sex on a first date (Boynton, 2008). Long
hair doesn’t work as well on a man’s chest or scalp; women prefer men with
smoother, less hairy chests to those who are more hirsute (Dixson et al., 2010),
and a man seems taller and more dominant with a shaved head than he does
with a full head of hair (Mannes, 2013).

Women also like smart guys (which should be good news for most of the
men reading this book). In one intriguing study, researchers gave men intel-
ligence tests and then filmed them throwing a Frisbee, reading news headlines
aloud, and pondering the possibility of life on Mars. When women watched
the videos, the smarter the men were, the more appealing they were (Prokosch
et al.,, 2009). This may be one reason that, when they are trying to impress a
woman, men use a more elaborate vocabulary—that is, bigger words—than
they do in ordinary discourse (Rosenberg & Tunney, 2008).

Finally, there’s a particular power to the color red. Both men and women
find strangers of the other (but not the same) sex to be more attractive and sexu-
ally appealing when they are pictured in red rather than green or blue shirts
(Elliot et al., 2010)—and this effect is so universal, it is found even in Burkina
Faso, an African nation in which the color actually carries negative connotations
of bad luck and illness (Elliot, Tracy, et al., 2013). Red has this effect because a
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woman seems more sexually receptive to a man when she’s wearing red than
when she’s not (Pazda et al., 2012). So, men are more likely to ask women for
dates when they’re wearing red (Elliot & Niesta, 2008), and in turn, women
choose to wear more red when they expect to meet attractive (but not unattract-
ive) men (Elliot, Greitemeyer, & Pazda, 2013). Valentines are red for a reason.

An Evolutionary Perspective on Physical Attractiveness

I've just mentioned a lot of details, so you may not have noticed, but people’s
preferences for prettiness generally fit the assumptions of an evolutionary per-
spective. Consider these patterns:

Cultures differ in several respects, but people all over the world still tend to
agree on who is and who is not attractive (Cunningham et al., 1995; Jones,
1995). That’s one reason why the winners of international beauty pageants
are usually gorgeous no matter where they’re from.

Babies are born with preferences for the same faces that adults find attrac-
tive (Slater et al., 2000). Some reactions to good looks may be inherited.
People with attractive symmetrical faces also tend to have symmetrical
bodies and to enjoy better mental and physical health—and therefore make
better mates—than do people with asymmetrical faces (Perilloux et al.,
2010). Symmetric women have higher levels of estradiol, which probably
makes them more fertile (Jasienska et al., 2006), and symmetric people of
both sexes are smarter (Luxen & Buunk, 2006) and get sick less often (Van
Dongen & Gangestad, 2011) than do those whose faces and bodies have
odd proportions.

Hormones influence waist-to-hip ratios by affecting the distribution of fat
on people’s bodies. With their particular mix of estradiol and progester-
one, women with WHRs near the attractive norm of 0.7 get pregnant more
easily and tend to enjoy better physical health than do women with fewer
curves (Jasieriska et al., 2004). A man with an attractive WHR of 0.9 is likely
to be in better health than another man with a plump belly (Payne, 2006).
So, both sexes are most attracted to the physical shapes that signal the high-
est likelihood of good health in the other sex (Singh & Singh, 2011).
Everybody likes good looks, but physical attractiveness matters most to
people who live in equatorial regions of the world where there are many
parasites and pathogens that can endanger good health (Gangestad & Buss,
1993). In such areas, unblemished beauty may be an especially good sign
that someone is in better health—and will make a better mate—than some-
one whose face is in some way imperfect.

Ultimately, all things considered, attractive people in the United States
reproduce more successfully—they have more children—than do those
who are less attractive (Jokela, 2009).

There are subtle but provocative changes in women'’s preferences that
accompany their monthly menstrual cycles. Women are only fertile for the
few days that precede their ovulation each month (see Figure 3.4), and
during that period, women find some characteristics in men to be more
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FIGURE 3.4. Women'’s probability of conception during the menstrual cycle.

Women are fertile during the few days just before they ovulate at the end of the follicular
phase of their menstrual cycles. During that period, they prefer the smells of symmetrical
men and bolder, more cocky behavior from men than they do during the rest of the month.

appealing than they seem during the rest of the month. When they are fer-
tile, women prefer deeper voices, the scents of more symmetrical men, and
bolder, more arrogant, more charismatic behavior than they do when they
are infertile (Gildersleeve, Haselton, & Fales, 2014), and they are better able
to judge whether a guy is gay or straight (Rule et al., 2011b). They also find
the scents of men with high testosterone to be more pleasing (Thornhill
et al., 2013). Thus, women are attracted to assertive, cocky men—that is,
those who are “more likely to behave like cads than be good dads” (Perrett,
2010, p. 104)—when they are most likely to conceive a child, but they prefer
warmer, kinder, less pushy men the rest of the month (Aitken et al., 2013).
These cyclic changes do not occur if women are taking birth control pills
(and therefore are not ovulating) (Alvergne & Lummaa, 2010).

* Women’s behavior toward men also changes
whenthey’refertile. They wear more cosmetics
(Guéguen, 2012), and dress more provoca-  Are you intrigued or are
tively, wearing sexier clothes that show more ~ you annoyed by the data
skin (Schwarz & Hassebrauck, 2008). They're  thatsuggest that women’s
3 times more likely to wear red (Beall & Tracy, ~ Pehavior toward men
2013). They're more flirtatious toward attrac- gﬁgg mhe;n they're
tive (but not drab) men (Cantd et al., 2014), A

A Point to Ponder
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FIGURE 3.5. “What are you wearing to that party tonight?” An ovulatory shift in
women'’s outfits.

These two outfits were both drawn by the same woman who was asked on two sepa-
rate occasions to illustrate the outfit she would wear if she were going to a party that

night. Outfit A, on the left, fit her mood when she was infertile. She came up with
outfit B, on the right, when she was fertile, shortly before ovulation.

their dancing is more enticing (Fink, Hugill, & Lange, 2012), and they’re
more willing to accept an invitation to slow dance with a stranger (Gué-
guen, 2009). And they become more interested in sex with attractive men,
even ones they do not know well (Gangestad et al., 2010). Evidently, when
they’re fertile for a few days each month, women act more alluringly than
they do when they’re infertile (Jones et al., 2012). See Figure 3.5.

All of this is not lost on men, who think women smell better when they’re
about to ovulate than at other times of the month (Gildersleeve et al., 2012).
Smelling the T-shirts of such women causes men to experience a surge of tes-
tosterone (Miller & Maner, 2010) and to start thinking sexy thoughts (Miller &
Maner, 2011). When women are fertile, their voices (Puts et al., 2013) and faces
(Bobst & Lobmaier, 2012) are both more attractive to men, too. All in all, it
seems pretty clear that in subtle but real ways—and without necessarily being
aware of it—men can tell there’s something slightly different and desirable
about a woman when she’s about to ovulate (Haselton & Gildersleeve, 2011).4

*Once again, and as always, I am not making any of this up. More importantly, aren’t these findings
remarkable? Keep in mind that if a woman is changing the normal ebb and flow of her hormones
by taking birth control pills, none of this happens (Alvergne & Lummaa, 2010). But when women
are cycling normally, these patterns support the possibility that estrous cycles exist in humans just
as they do in other animals. The actual frequency with which heterosexual women have sex with
their men does not fluctuate with ovulation (Brewis & Meyer, 2005), so such cycles are more subtle

in humans, to be sure—but they may exist nonetheless (Gangestad, 2012).
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These patterns convince some theorists that our standards of physical beauty
have an evolutionary basis (Eastwick & Tidwell, 2013). Presumably, early
humans who successfully sought fertile, robust, and healthy mates were more
likely to reproduce successfully than were those who simply mated at random.
As a result, the common preferences of modern men for symmetrical, low-
WHR partners and of modern (fertile) women for symmetrical, masculine, and
dynamic men may be evolved inclinations that are rooted more in their human
natures than in their particular cultural heritage.

Culture Counts, Too

On the other hand, evolutionary theorizing doesn’t sit well with everyone.
Some of the findings I recounted above regarding an ovulatory shift in women'’s
preferences and behavior have been questioned by other researchers who argue
either that these patterns are very subtle and hard to replicate (Harris, 2013) or
that they are the result of a mishmash of procedures that make them hard to
interpret (Harris et al., 2013). No, say the folks with an evolutionary perspec-
tive, these results are not quirks and these patterns truly exist (Gildersleeve
et al., 2013), and meta-analyses say so (Gildersleeve et al., 2014).

Still, as the contest between these camps continues, there’s no doubt
that standards of attractiveness are also affected by changing economic and
cultural conditions. Have you seen those Renaissance paintings of women
who look fat by modern standards? During hard times, when a culture’s
food supply is unreliable and people are hungry, slender women are actu-
ally less desirable than heavy women are (Nelson & Morrison, 2005). Around
the world, only during times of plenty are slender women considered to be
attractive (Swami et al., 2010). Indeed, as economic prosperity spread through
the United States during the twentieth century, women were expected to
be slimmer and slimmer so that Playboy Playmates and Miss America con-
testants are now skinnier, on average, than they were when you were born
(Pettijohn & Jungeberg, 2004). In fact, the average Playmate is now so slender
she meets the weight criterion for having an eating disorder (Owen & Laurel-
Seller, 2000).

Norms can differ across ethnic groups as well (influenced in part, perhaps,
by different patterns of economic well-being). Black and Latina women in the
United States are more accepting of some extra weight than white women are,
and indeed, black and Latino men like heavier women than white men do
(Glasser et al., 2009). (But watch out: They still prefer the same curvaceous 0.7
WHR that is universally appealing to men [Singh & Luis, 1995]. In fact, even
those Renaissance paintings depicted women with 0.7 WHRs.)

Collectively, these findings suggest that human nature and environmen-
tal conditions work together to shape our judgments of who is and who isn’t
pretty (Eastwick, 2013). We're usually attracted to people who appear to be
good mates, but what looks good depends somewhat on the conditions we
inhabit. Still, beauty is not just in the eye of the beholder. There is remarkable
agreement about who's gorgeous and who's ugly around the world.
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Looks Matter

When a stranger walks into the room, you'll know with a glance how attractive
he or she is (Willis & Todorov, 2006). Does that matter? Indeed, it does. Let’s
consider what happens when people on the prowl meet potential new mates.
Researchers have examined the behavior of more than 10,000 customers of
HurryDate, a dating service that stages speed-dating events in which partici-
pants have brief conversations with up to 25 different potential partners. (After
each conversation, participants record a “yes” or a “no” with regard to their inter-
est in seeing more of the person they’ve just met; if two people say “yes” about
each other, HurryDate grants each of them access to the other’s profile online.
The two of them take it from there.)® People get a chance to quickly exchange
any information they want. And what seems to drive their selections? For both
sexes, it’s outward appearance. “HurryDate participants are given 3 minutes in
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How quickly can you decide whether or not someone interests you? When people
make fast decisions in speed-dating studies, women take note of a man’s likely income
(Li et al., 2013), and nobody much likes people who are shy or high in anxiety about
abandonment (McClure & Lydon, 2014). But for both sexes, the most important influ-
ence is physical attractiveness (Eastwick et al., 2010). (FYI, a study in Germany kept
up for 1 year with 382 people who had met 22 potential partners, on average, during

a speed-dating event. They achieved only 1.3 matches, on average, and relationships
resulted from only 4% of those connections. Overall, then, the average participant
would need to attend 25 speed-dating sessions to come away with one lasting relation-
ship [Asendorpf et al., 2011].)

5This is not a recommendation for HurryDate, but you can see how the service advertises itself at
www hurrydate.com.



86  CHAPTER 3: Attraction

which to make their judgments, but they could mostly be made in 3 seconds.”
(Kurzban & Weeden, 2005, p. 240). Men are attracted to women who are slen-
der, young, and physically attractive, and women are attracted to men who are
tall, young, and physically attractive. Of all the things people could learn about
each other in a few minutes of conversation, the one that matters most is physical
attractiveness. This is a routine finding in speed-dating studies (e.g., Li et al., 2013).

Another investigation assessed participants’ Big 5 personality traits, attach-
ment styles, political attitudes, and other values and interests and also found
that the best predictor of interest in a new partner after a brief first meeting was
the person’s physical attractiveness. As you'd expect, friendly, outgoing people
tended to be well liked, but nothing else about someone was as important after
a brief meeting as his or her looks (Luo & Zhang, 2009).

Of course, speed-dating events can be a bit hectic—have you ever intro-
duced yourself to 25 different potential partners in a busy hour and a half?—
and people may shop for partners more thoughtfully when they’re able to take
their time (Lenton & Francesconi, 2010). In particular, when they ponder the
question, men all over the world report higher interest in having a physically
attractive romantic partner than women do (see
Figure 3.6). This is true of gays and lesbians, too .

(Ha et al., 2012). And indeed, 4 years into a mar- A Point to Ponder
riage, a man’s satisfaction is correlated with his Modern culture is full of
spouse’s attractiveness, but a woman’s content- images of tall, slender,
ment is unrelated to her partner’s looks (Meltzer —shapely women and tall,
et al., 2014). Both sexes even spend more time muscular, handsome men.
inspecting the profile photos of women on Face- How are these idealized
book than they do examining the pictures posted ~™Mages of the two sexes
by men (Seidman & Miller, 2013). Women know Subﬂy mflue].ncmg.your

. . . . real-life relationships?
that men are judging them by their looks, which
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FIGURE 3.6. Desire for physical attractiveness in a romantic partner.
Around the world, according to their self-reports, men care about a partner’s looks
more than women do.
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may be why 91 percent of the cosmetic surgery performed in the United States
in 2012 was done on women (American Society of Plastic Surgeons, 2013).

But remember, despite the different emphasis men and women (say they)
put on good looks, there’s no sex difference in how much physical attractive-
ness affects our liking for someone we’ve actually just met (Eastwick et al.,
2011). When people get together, looks matter. Physical attractiveness is the
most potent influence on how much the two sexes will initially like each other.

The Interactive Costs and Benefits of Beauty

So, what effects do our looks have on our interactions with others? As you
might expect, beautiful women get more dates than plain women do (Reis et al.,
1980). Moreover, people tend to enjoy their interactions with attractive women;
they talk more and are more involved, and they feel that the interactions are of
higher quality. They also give lovely waitresses better tips (Lynn, 2009). Hand-
some men fare well, too, receiving more smiles, talk, and positive feelings from
others than unattractive men do (Ickes, 2009).

However, men’s attractiveness may play an even larger part in influencing
their access to the other sex than women’s looks do (Reis et al., 1982). There is
actually no correlation overall between a woman’s beauty and the amount of
time she spends interacting with men. Attractive women do get more dates,
but plain women spend plenty of time interacting with men in group settings
where others are present. In contrast, men’s looks are correlated with the num-
ber and length of the interactions they have with women. Unattractive men
have fewer interactions of any sort with fewer women than good-looking guys
do. In this sense, then, physical attractiveness has a bigger effect on the social
lives of men than it does on women.

Being more popular, attractive people tend to be less lonely, more socially
skilled, and a little happier than the rest of us (Feingold, 1992), and they’re
able to have sex with a wider variety of people if they want (Weeden & Sabini,
2007). Physical attractiveness may even account for as much as 10 percent of the
variability in people’s adjustment and well-being over their lifetimes (Burns &
Farina, 1992). But being attractive has disadvantages, too. For one thing, oth-
ers lie to pretty people more often. People are more willing to misrepresent
their interests, personalities, and incomes to get a date with an attractive person
than they are to fabricate an image for a plain partner (Rowatt et al., 1999). As
a result, realizing that others are often “brown-nosing,” or trying to ingratiate
themselves, gorgeous people may cautiously begin mistrusting or discounting
some of the praise they receive from others.

Consider this clever study: Attractive or unattractive people receive a writ-
ten evaluation of their work from a person of the other sex who either does
or does not know what they look like (Major et al., 1984). In every case, each
participant receives a flattering, complimentary evaluation. (Indeed, every-
one gets exactly the same praise.) How did the recipients react to this good
news? Attractive men and women trusted the praise more and assumed that
it was more sincere when it came from someone who didn’t know they were
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good-looking. They were evidently used to getting insincere compliments from
people who were impressed by their looks. On the other hand, unattractive
people found the praise more compelling when the evaluator did know they
were plain; sadly, they probably weren’t used to compliments from people
who were aware of their unappealing appearances.

So, gorgeous people are used to pleasant interactions with others, but they
tend not to trust other people as much as less attractive people do (Reis et al.,
1982). In particular, others’ praise may be ambiguous. If you're very attractive,
you may never be sure whether people are complimenting you because they
respect your abilities or because they like your looks.

Matching in Physical Attractiveness

I've spent several pages discussing physical attractiveness—which is an indi-
cation of its importance—but there is one last point to make about its influ-
ence at the beginning of a relationship. We all may want gorgeous partners, but
we're likely to end up paired off with others who are only about as attractive
as we are (Hitsch et al., 2010). Partners in established romantic relationships
tend to have similar levels of physical attractiveness; that is, their looks are well
matched, and this pattern is known as matching,.

The more serious and committed a relationship becomes, the more obvi-
ous matching usually is. People may pursue others who are better-looking than
they, but they are unlikely to go steady with, or become engaged to, someone
who is “out of their league” (Taylor et al., 2011). What this means is that, even if
everybody wants a physically attractive partner, only those who are also good-
looking are likely to get them. None of the really good-looking people want
to pair off with us folks of average looks, and we, in turn, don’t want partners
who are “beneath us,” either (Lee et al., 2008).

Thus, it’s not very romantic, but similarity in physical attractiveness may
operate as a screening device. If people generally value good looks, matching
will occur as they settle for the best-looking partner who will have them in
return (Montoya, 2008). As a result, husbands and wives tend to be noticeably
similar in physical attractiveness (Little et al., 2006), and a close relationship may
not even get started if two people don't look a lot alike (van Straaten et al., 2009).

RECIPROCITY: LIKING THOSE WHO LIKE US

The matching phenomenon suggests that, to enjoy the most success in the
relationship marketplace, we should pursue partners who are likely to return
our interest. In fact, most people do just that. When we ponder possible part-
ners, most of us rate our realistic interest in others—and the likelihood that we
will approach them and try to start a relationship—using a formula like this
(Shanteau & Nagy, 1979):

A Potential _ His/Her His/Her Probability
Partner’s Desirability Physical Attractiveness of Accepting You
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Everything else being equal, the better-looking people are, the more desir-
able they are. However, this formula suggests that people’s physical attractive-
ness is multiplied by our judgments of how likely it is that they will like us
in return to determine their overall appeal. Do the math. If someone likes us
a lot but is rather ugly, that person probably won’t be our first choice for a
date. If someone else is gorgeous but doesn’t like us back, we won’t waste our
time. The most appealing potential partner is often someone who is moderately
attractive and who seems to offer a reasonably good chance of accepting us
(perhaps because he or she isn’t gorgeous) (Montoya & Horton, 2014).

Our expectations regarding the probability of others’ acceptance have
much to do with our mate value, or overall attractiveness as a reproductive
partner. People with high mate values are highly sought by others, and as a
result, they’re able to insist on partners of high quality. And they do (Edlund &
Sagarin, 2010). For instance, women who are very good-looking have very high
standards in men; they don’t just want a kind man who would be a good father,
or a sexy man who has good economic prospects; they want all of those desir-
able characteristics in their partners (Buss & Shackelford, 2008). If their mate
values are high enough, they might be able to attract such perfect partners—but
if they’re overestimating their desirability and overreaching, continual rejection
will likely lead them to adjust their perceptions of their mate values and change
the perceived probability of their acceptance by others (Greitemeyer, 2010).

Indeed, our histories of acceptance and rejection from others have taught
us what to expect when we approach new potential partners (Kavanagh et al.,
2010). Compared to the rest of us, people who are shy (Wenzel & Emerson,
2009) or who have low self-esteem (Bale & Archer, 2013) nervously expect more
rejection from others, and so they pursue less desirable partners. But most of
us are reluctant to risk rejection when we are unsure of others’ acceptance. A
clever demonstration of this point emerged from a study in which college men
had to choose where to sit to watch a movie (Bernstein et al., 1983). They had
two choices: squeeze into a small cubicle next to a very attractive woman, or
sit in an adjacent cubicle—alone—where there was plenty of room. The key
point is that some of the men believed that the same movie was playing on
both monitors, whereas other men believed that different movies were show-
ing on the two screens. Let’s consider the guys” dilemma. Presumably, most
of them wanted to become acquainted with the beautiful woman. However,
when only one movie was available, squeezing in next to her entailed some
risk of rejection; their intentions would be obvious, and there was some chance
that the woman would tell them to “back off.” However, when two different
movies were available, they were on safer ground. Sitting next to the woman
could mean that they just wanted to see that particular movie, and a rebuff
from her would be rude. In fact, only 25 percent of the men dared to sit next to
the woman when the same movie was on both monitors, but 75 percent did so
when two movies were available and their intentions were more ambiguous.
Moreover, we can be sure that the men were taking advantage of the uncertain
situation to move in on the woman—instead of really wanting to see that par-
ticular movie—because the experimenters kept changing which movie played
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What’s a Good Opening Line?

You're shopping for groceries, and you
keep crossing paths with an attractive
person who smiles at you warmly when
your eyes meet. You'd like to meet him
or her. What should you say? You need
to do more than just say, “Hi,” and wait
for a response, don’t you? Perhaps some
clever food-related witticism is the way
to go: “Is your dad a baker? You've sure
got a nice set of buns.”

Common sense suggests that such
attempts at humor are good opening
lines. Indeed, the Web is full of sites
with lists of funny pickup lines that are
supposed to increase your chances of
getting a date. Be careful , though; seri-
ous research has compared the effec-
tiveness of various types of opening
lines, and a cute or flippant remark may
be among the worst things to say.

Let’s distinguish cute lines from
“innocuous” openers (such as just say-
ing, “Hi” or “How’re you doing?”) and
“direct” lines that honestly communicate
your interest (such as “Hi, I'd like to get
to know you”). When women evaluate
lines like these by watching tapes of
men who use them, they like the cute

lines much less than the other two types
(Kleinke & Dean, 1990). More impor-
tantly, when a guy actually uses one of
these lines on a woman in a singles bar,
the innocuous and direct openers get a
favorable response 70 percent of the time
compared to a success rate of only 24
percent for the cute lines (Cunningham,
1989). A line that is sexually forward
(such as “I may not be Fred Flintstone,
but I bet I can make your bed rock”)
usually does even worse (Cooper et al.,
2007). There’s no comparison: Simply
saying hello is a much smarter strategy
than trying to be cute or forward.

Why, then, do people create long
lists of flippant pickup lines? Because
they’re men. When a woman uses a cute
line on a man in a singles bar, it usually
works—but that’s because any opening
line from a woman works well with a
man; in Cunningham’s (1989) study, say-
ing “Hi” succeeded every time. Men like
women to make the first move (Enke,
2011), and they don’t seem to care what
opening lines women use—and this
may lead them to overestimate women'’s
liking for cute openers in return.

on which screen. Three-fourths of the men squeezed in with the gorgeous
woman no matter which movie was playing there!

In general, then, people seem to take heed of the likelihood that they will
be accepted and liked by others, and they are more likely to approach those
who offer acceptance than rejection. The best acceptance, however, comes from
potential partners who are selective and choosy and who don't offer acceptance
to everyone. In speed-dating situations, for example, people who are eager
to go out with everyone they meet are liked less by others—and make fewer
matches—than those who are more discriminating; people who say “yes” to
everybody get few “yesses” in return, whereas those who record interest in only
a select few are more enticing to those they pick (Eastwick et al., 2007). These
results jive nicely, by the way, with classic studies of what happens when people
play “hard to get.” Because people like to be liked, pretending to be aloof and
only mildly interested in someone is a dumb way to try to attract him or her.
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Playing hard to get doesn’t work. What does work is being selectively hard to
get—that is, being a difficult catch for everyone but the person you're trying to
attract (Walster et al., 1973). Those who can afford to say “no” to most people but
who are happy to say “yes” to us are the most alluring potential partners of all.

Still, everything else being equal, it’s hard not to like those who like us
(Curtis & Miller, 1986). Imagine that the first thing you hear about a new trans-
fer student is that he or she has noticed you and really likes you; don’t you feel
positively toward him or her in return?

This tendency to like those who like us is obviously consistent with the
reward model of attraction. It also fits another perspective known as balance
theory that suggests that people desire consistency among their thoughts, feel-
ings, and social relationships (Heider, 1958). When two people like each other,
their feelings fit together well and can be said to be “balanced.” This is also true
when two people dislike each other, but not when a person likes someone else
but is disliked in return. What happens when there are three people involved?
In one study that addressed this question, college students encountered an
experimenter who was either pleasant or rude to them (Aronson & Cope, 1968).
After that, the experimenter’s supervisor walked in and was either pleasant
or rude to the experimenter! How did the students react to all this? They were
more congenial to the supervisor when he or she had been either nice to the
pleasant experimenter or mean to the unpleasant experimenter—that is, when
the two interactions seemed balanced. This study and the rest of the research
evidence generally support the notion that we prefer balance among our rela-
tionships. For that reason, then, we tend to like someone when we learn that he
or she shares our dislike for someone else (Bosson et al., 2006); before we ever
meet them, we often expect that our enemies’ enemies will be our friends.

SIMILARITY: LIKING THOSE WHO ARE LIKE US

It's rewarding to meet people who like us. It’s also enjoyable to find others
who are just like us and who share the same background, interests, and tastes.
Indeed, when it comes to our attitudes, age, race (and, to some degree, our
personalities), the old cliché that “birds of a feather flock together” is absolutely
correct (Montoya & Horton, 2013; Watson et al., 2014). Like attracts like. Con-
sider these examples:

e At the University of Michigan, previously unacquainted men were given
free rooms in a boardinghouse in exchange for their participation in a study
of developing friendships (Newcomb, 1961). At the end of the semester,
the men’s closest friendships were with those housemates with whom they
had the most in common.

¢ At the University of Texas, researchers intentionally created blind dates
between men and women who held either similar social and political atti-
tudes or dissimilar views (Byrne et al., 1970). Each couple spent 30 minutes
at the student union getting to know each other over soft drinks. After the
“dates,” similar couples liked each other more than dissimilar couples did.
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e At Kansas State University, 13 men spent 10 days jammed together in a
simulated fallout shelter, and their feelings about each other were assessed
along the way (Griffitt & Veitch, 1974). The men got along fine with those
with whom they had a lot in common, but would have thrown out of the
shelter, if they could, those who were the least similar to themselves.

As these examples suggest, similarity is attractive.

What Kind of Similarity?

But what kinds of similarities are we talking about? Well, lots. Whether they
are lovers or friends, happy relationship partners resemble each other more
than random strangers do in several ways, both in heterosexual (Gonzaga et
al.,, 2010) and same-sex (Gonzaga et al., 2012) partnerships. First, there’s demo-
graphic similarity in age, sex, race, education, religion, and social class (Hitsch
etal., 2010). Most of your best friends in high school were probably of the same
age, sex, and race. People are even more likely than you’d expect to marry
someone whose last name begins with the same last letter as their own (Jones
et al., 2004)!

Then there’s similarity in attitudes and values. There is a straightforward link
between the proportion of the attitudes two people share and their attraction
to each other: the more agreement, the more liking. Take note of the pattern in
Figure 3.7. When people were told that they agreed on a lot of issues, attrac-
tion didn’t level off after a certain amount of similarity was reached, and there
was no danger in having “too much in common.” Instead, where attitudes are
concerned, the more similar two people are, the more they like each other. For
whom did you vote in the last election? It’s likely you and your best friend cast
similar ballots.

Finally, to a lesser degree, partners may have similar personalities—but this
pattern is a bit complex. When it comes to me being happy with you, it’s not
important that you and I have similar personalities; what matters is that you
are agreeable, conscientious, and emotionally stable, and so are easy and pleas-
ant to live with (Watson et al., 2014). My contentment will have more to do with
your desirable qualities than with how similar we are (Becker, 2013). Of course,
if I have a congenial, dependable personality, too, then you're also happy, and
our personalities are fairly similar—but it’s not our similarity per se that’s pro-
moting our satisfaction. The key here is that the
link between similarity and attraction is stronger )
for attitudes than for personalities (Watson et al., A Point to Ponder
2004), and it actually varies some from country to  Husbands and wives in
country (Gebauer et al., 2012). In China, a country = China typically have per-
that values group harmony, for instance, the per- sonalities that are more
sonalities of husbands and wives are typically similar to one another
more similar than those of spouses in the United ~than spouses in the United
States, a country that celebrates individualism States do. When it comes

. . to marital satisfaction, is
;%?3; re’; al., 2009). (And that sounds like a point to that a good or a bad thing?
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Attraction is influenced by similarity. FIGURE 3.7. The relationship between
People who are similar in background attraction and perceived similarity in
characteristics, physical attractiveness, attitudes.

and attitudes are more likely to be People expected to like a stranger when
attracted to each other than are those they were led to believe that the stranger
who are dissimilar. shared their attitudes.

In any case, people with similar styles and traits usually get along well when
they encounter each other; for instance, the first meetings of two gregarious peo-
ple or two shy people are typically more enjoyable than the first conversation of
a gregarious person and a shy person is (Cuperman & Ickes, 2009). Then, as time
goes by, people with similar personalities—in one study, more than 800 U.S.
Air Force recruits who got to know dozens of others well during basic training
(Tenney et al., 2009)—often like each other more than dissimilar people do.

Do Opposites Attract?

So, in general, the more two people have in common, the more they like each
other. Why, then, do some of us believe that “opposites attract”? Are people
really more attracted to each other when they are less alike? The simple answer
is no. There are some nuances at work, but people are not routinely more con-
tent with dissimilar, rather than similar, partners. However, there are several
important subtleties in the way similarity operates that may mislead people
into thinking that opposites do sometimes attract.

How Much Do We Think We Have in Common?
Perceived Similarity Matters

The first subtlety is that our perceptions of how much we have in common
affect our attraction to each more than our actual similarity does. For instance,
4 minutes after people have met in a speed-dating study, their interest in each
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Interethnic Relationships

Most of our intimate relationships are
likely to be with others of the same
race. Nevertheless, marriages between
spouses from different ethnic groups are
occurring at a record pace in the United
States, comprising over 15 percent of
new marriages (“Intermarriage,” 2013).
Those couples raise an interesting ques-
tion: If similarity attracts, what’s going
on? The answer is actually straightfor-
ward: nothing special. If you ignore
the fact of their dissimilar ethnicity,
interethnic couples appear to be influ-
enced by the same motives that guide
everyone else. The partners tend to be
similar in age, education, and attrac-
tiveness, and their relationships, like
most, are based on common interests

and personal compatibility (Shibazaki
& Brennan, 1998). A few things distin-
guish people who date partners from
other cultural groups: Compared to
their peers, they’ve had closer contact
with other ethnicities (Perry, 2013), and,
if they’re white, they tend not to hold
conservative political attitudes (East-
wick et al., 2009). In general, however,
interethnic partners are just as satisfied
as other couples (Troy et al., 2006) and
they have the same chances for marital
success as their peers (Zhang & Van
Hook, 2009). Their relationships oper-
ate the same way: Two people who are
more alike than different decide to stay
together because they’re happy and
they fall in love.

other has little to do with how much they really have in common; instead, to
the extent their liking for each other is influenced by their personalities and
interests, it depends on how similar they think they are (Tidwell et al., 2013).
And perceived similarity remains important even if a relationship develops
and the partners come to know each other better. After years of friendship—or
marriage!—partners still routinely think that they have more in common with
each other than they really do (Goel et al., 2010). They overestimate the similari-
ties they share (de Jong & Reis, 2014)—and discovering how wrong they are (if
they ever do) can take some time. Meanwhile, interested onlookers—friends,
family, co-workers—may correctly observe that the partners are two very dif-
ferent people and infer, therefore, that opposites must attract. No, the partners
aren’t together because their differences are desirable, they're together because
they think they’re not very different, and they’re wrong.

Discovering Dissimilarities Can Take Time

If we like others when we meet them (perhaps simply because they’re
good-looking), we tend to expect (or is it hope?) that they have attitudes and
values that are similar to our own (Morry et al., 2011)—and of course, some-
times we’re mistaken. If we get to know them better, the interests and attitudes
we actually share are likely to become influential (Luo, 2009), but it may take a
while for us to figure that out.

A process like this was evident in Newcomb’s (1961) study of developing
friendships among men sharing a boardinghouse. Soon after they met, the men
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FIGURE 3.8. Three different phases of relationship development.
Murstein’s (1987) stimulus-value-role theory suggests that developing relationships are
influenced by three different types of information that differ in importance and influ-
ence as time goes by and the partners learn more about each other.

liked best the housemates who they thought were most like them; thus, at first,
their friendships were influenced mostly by perceived similarity. As the semes-
ter progressed, however, the actual similarities the men shared with each other
played a larger and larger role in their friendships. When they got to know each
other better, the men clearly preferred those who really were similar to them,
although this was not always the case at first.

Even when we really do know our partners well, there may be surprises
ahead. According to Bernard Murstein’s (1987) stimulus-value-role theory, we
gain three different broad types of information about our partners as a new
relationship develops. When we first meet, our attraction to each other is pri-
marily based on “stimulus” information involving obvious attributes such as
age, sex, and, of course, looks. Thereafter, during the “value” stage, attraction
depends on similarity in attitudes and beliefs as we learn whether we like the
same kinds of pizzas, movies, and vacations (see Figure 3.8). Only later does
“role” compatibility become important, when we finally find out if we agree
on the basics of parenting, careers, and housecleaning, among other life tasks.
The point is that partners can be perfectly content with each other’s tastes in
politics and entertainment without ever realizing that they disagree fundamen-
tally about where they’d like to live and how many kids—if any!—they want to
have. Important dissimilarities sometimes become apparent only after couples
have married; such spouses may stay together despite their differences, but it’s
not because opposites attract.

The influence of time and experience is also apparent in fatal attractions
(Felmlee, 2001). These occur when a quality that initially attracts one person to
another gradually becomes one of the most obnoxious, irritating things about
that partner. For instance, partners who initially seem spontaneous and fun
may later seem irresponsible and foolish, and those who appear strong may
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later seem domineering. Those who initially welcome a partner’s high level of
attention and devotion may come to resent such behavior when it later seems
too possessive. In such cases, the annoying trait is no secret, but people fail to
appreciate how their judgments of it will change with time. Importantly, such
fatal qualities are often different from one’s own; they may seem admirable
and desirable at first—so that a spendthrift who’s always broke may initially
admire a tightwad who counts every penny—but over time people realize that
such opposites aren’t attractive (Rick et al., 2011).

You May Be the Person I Want to Become

Along those lines, people also admire those who possess skills and talents
they wish they had. Another nuance in the operation of similarity lies in our
attraction to others who are similar to our ideal selves, that is, who exhibit desir-
able qualities that we want to, but do not yet, possess (Strauss et al., 2012). This
tendency is complex because it’s threatening and unpleasant when people sur-
pass us and make us look bad by comparison (Herbst et al., 2003). However, if
others are only a little better than us—so that they offer us implicit encourage-
ment instead of humiliation—we may be attracted to those who are actually a
little different from us (for now) (Klohnen & Luo, 2003). Let’s not overstate this
subtlety. The most appealing partners of all are those who are similar to us in
most dimensions but who fit our attainable ideals in others (Figueredo et al.,
2006). Such people are hardly our “opposites.” But as long as the differences
are not too great, we may prefer a partner who is someone we’d like to become
to one who more closely resembles who we really are now.

Dissimilarity May Decrease over Time

Moreover, relationships can change people (Hafen et al., 2011). Their per-
sonalities don’t change much (Rammstedt et al., 2013), but as time goes by, the
members of a couple often come to share more similar attitudes (Gonzaga et al.,
2010). Some of this decrease in dissimilarity probably occurs automatically as a
couple shares compelling experiences, but some of it also occurs as the partners
consciously seek compatibility and contentment (Becker & Lois, 2010). Thus,
opposites don’t attract, but some opposites may gradually fade if a couple stays
together for some other reason.

Some Types of Similarity Are More Important than Others

A further nuance is that some similarities may be quite influential whereas
other similarities—or opposites—may be rather innocuous. In particular, it’s espe-
cially rewarding to have someone agree with us on issues that are very important
to us (Montoya & Horton, 2013). Religion is often one such issue; shared beliefs
are quite satisfying to a couple when they are highly religious, but they have
little effect—and even disagreement is immaterial—when neither of the partners
actively observes a faith (Lutz-Zois et al., 2006). Thus, opposites don't attract, but
they also may not matter if no one attaches much importance to them.

Housework and gender roles appear to be among the similarities that do
routinely matter. Cohabiting couples who disagree with each other about the
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division of household labor are more likely to break up than are those who
share similar views (Hohmann-Marriott, 2006), and spouses who share such
work are more satisfied than those who divide it unequally (Amato et al., 2007).
And husbands and wives who are more similar in their gender roles—not less,
as a traditional outlook would lead us to expect—are more happily married
than those who differ from one another in their styles and skills (Gaunt, 2006).
In particular, compared to spouses who are more alike, macho husbands and
feminine wives (who clearly have different gender roles) feel less understood,
share less companionship, and experience less love and contentment in their
marriages as time goes by (Helms et al., 2006).

Matching Is a Broad Process

Another source of confusion arises when people pair off with others who
are obviously very different but who nevertheless have a similar mate value—
as may be the case when an old rich guy marries a lovely young woman.
In such cases, the partners are clearly dissimilar, and “opposites” may seem
to attract. That’s a rather unsophisticated view, however, because such part-
ners are really just matching in a broader sense, trading looks for money and
vice versa. They may have different assets, but such partners are still seeking
good matches with others who have similar standing overall in the interper-
sonal marketplace. People usually end up with others of similar mate value
(Brase & Guy, 2004), but the specific rewards they offer each other may be
quite different.

This sort of thing goes on all the time. A study of 6,485 users of an online
dating service found that very homely—okay, ugly—men (those in the bot-
tom 10 percent of attractiveness among men) needed $186,000 more in annual
income in order to attract as much attention from women as fine-looking fel-
lows (i.e., those in the top 10 percent); nevertheless, if they did make that much
more money, ugly guys received just as many inquiries as handsome men did
(Hitsch et al., 2010).

Indeed, it’s not very romantic, but fame, wealth, health, talent, and looks
all appear to be commodities that people use to attract more desirable partners
than they might otherwise entice. If we think of matching as a broad process
that involves both physical attractiveness and various other assets and traits,
it’s evident that people usually pair off with others of similar status, and like
attracts like.

In fact, trade-offs like these are central ideas in evolutionary psychology.
Because men are more likely to reproduce successfully when they mate with
healthy, fertile women, sexual selection has presumably promoted men’s inter-
est in youthful and beautiful partners (Buss, 2012). Youth is important because
women are no longer fertile after they reach menopause in middle age. Beauty
is meaningful because, as we’ve already seen, it is roughly correlated with
some aspects of good health (Van Dongen & Gangestad, 2011). Thus, men espe-
cially value good looks in women (see Figure 3.6), and, as they age, around the
world, they seek wives who are increasingly younger than they are (Dunn et al.,
2010): Men who marry in their twenties pair off with women who are 2 years
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FIGURE 3.9. Desire for good financial prospects in a romantic partner.
Around the world, women care more about a partner’s financial prospects than men do.

younger than they are, on average, but if a man marries in his fifties, he’s likely
to seek a wife 15 years younger than he.

Women don’t need to be as concerned about their partners’ youth because
men normally retain their capacity for reproduction as long as they live.
Instead, given their vastly greater parental investment in their offspring,®
women should seek mates who can shelter and protect them during the long
period of pregnancy and nursing; they should prefer powerful, high-status
men with resources who can provide for the well-being of mother and child. In
fact, as Figure 3.9 illustrates, women do care more about their partners’ finan-
cial prospects than men do, and men who flash their cash attract more sexual
partners than stingy men do (Sundie et al., 2011). When he asks a woman who
is walking by, for instance, a guy climbing out of a luxury car (an Audi A5) is
more likely to get her phone number than he would be if he had a cheap car (a
Renault Mégane) (Guéguen & Lamy, 2012). Furthermore, women’s preferences
for the age of their mates do not change much as they age; women don’t start
seeking younger men as mates until they (the women) are around 75 years old
(Alterovitz & Mendelsohn, 2011).

Thus, matching based on the exchange of feminine youth and beauty for
masculine status and resources is commonplace (Mathes & Kozak, 2008). Still,
is it the result of evolutionary pressures? Advocates of a cultural perspective
argue that women pursue desirable resources through their partners because
they are so often denied direct access to political and economic power on their
own (Wood & Eagly, 2007). Indeed, in the United States—a culture in which
smart women have access to career opportunities of their own—the more intel-
ligent a woman is, the lower her desire is for wealth and status in a romantic
partner (Stanik & Ellsworth, 2010). And around the world, the extent to which
women care more about a mate’s money is reduced in countries that support
and promote female equality. Still, even in such countries (such as Finland,

°1f a reminder regarding parental investment will be welcome, look back at pages 33-34.
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Germany, and the United States), women care a lot more about a mate’s finan-
cial prospects, on average, than men do (Zentner & Mitura, 2012).

So, the origins of the feminine-beauty-for-masculine-money trade-off
remain uncertain. But in any case, the bottom line here is that matching is a
broad process that involves multiple resources and traits. When “opposites”
seem to attract, people may be trading one asset for another in order to obtain
partners of similar social status, and it’s their similar mate values, not any
desired differences, that make them attractive to each other.

One Way “Opposites” May Attract: Complementarity

Finally, there are times when different types of behavior can fit together
well. We like responses from others that help us reach our goals. When two
partners have different skills, each is usually happy to allow the other to take
the lead on those tasks at which the other is more talented (Beach et al., 2001).
Such behavior is said to complement our own, and complementarity—reactions
that provide a good fit to our own—can be attractive. Most complementary
behaviors are actually similar actions; people who are warm and agreeable,
for instance, are happiest when they are met with warmth and good humor
in return.

However, some profitable forms of complementarity involve different
behaviors from two partners. Consider a couple’s sexual interactions; if one
of them enjoys receiving oral sex, their satisfaction is likely to be higher when
the other enjoys giving it (de Jong & Reis, 2014). Divisions of labor that suit our
talents in pursuit of shared goals are often advantageous: If I'm a dreamer who
comes up with great ideas and you're a details person who's a careful planner,
we can enjoy some terrific vacations if we like to go to the same places (Bohns
et al., 2013). And when we really want something, it’s nice when our partners
let us have our way. When we feel very sure of ourselves, we want our partners
to heed our advice; on other occasions, when we need help and advice, we
want our partners to give it (Markey et al., 2010).

Do these examples of rewarding complementarity sound like “opposites
attract” to you? I hope not. In general, patterns of behavior in others that are
genuinely opposite to our own—such as cool aloofness instead of our warmth,
or submissive passivity instead of our assertion and self-confidence—are
annoying and frustrating (Hopwood et al., 2011). It’s true that dominant people
like to get their way, but they like other assertive folks more than they like those
who are chronically servile (Markey & Markey, 2007). The bottom line appears
to be that we like partners who entertain and support us but we don’t like part-
ners who frustrate or impede us, and a partnership is fulfilling when we desire
the same goals and are able to work together to successfully achieve them. So,
the blend of similarities and differences that form an optimal mix may vary
from couple to couple (Baxter & West, 2003). Personal growth and novel activi-
ties are also rewarding, so we like people with interests that are different from
(but not incompatible with) our own when they introduce us to things we’ll
both like (Aron et al., 2006). The important thing to remember is that similar
partners probably supply us what we want more often than anyone else can.
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Add it all up, and opposites may sometimes seem to attract, but birds of a
feather are more likely to flock together. Similarity is usually rewarding; oppo-
sition is not.

BARRIERS: LIKING THOSE WE CANNOT HAVE

A final influence on attraction involves the common tendency for people to
struggle to overcome barriers that keep them from what they want. The theory
of psychological reactance states that when people lose their freedom of action
or choice, they strive to regain that freedom (Brehm & Brehm, 1981). As a result,
we may want something more if we are threatened with losing it.

This principle can apparently affect our feelings about our partners in rela-
tionships. Among unmarried adolescents, researchers sometimes observe an
interesting pattern called the Romeo and Juliet effect: The more their parents
interfere with their romances, the more love the teens feel for their partners
(Driscoll et al., 1972). This pattern doesn’t occur all the time (Leslie et al., 1986),
but it does suggest that parents should think twice before they forbid their
teenagers to see certain partners. If they create a state of reactance, the parents
may unintentionally make the forbidden partners seem more attractive. The
best course of action in such cases may be for the parents to express their dis-
pleasure mildly and not meddle further.

Another kind of barrier occurs every night when bars close and every-
body has to go home. If you're looking for a date, you may find that the
potential partners in a bar seem more and more attractive as closing time
approaches and you face the prospect of leaving alone. In fact, when time is
running out, unattached bar patrons consider the available members of the
other sex to be better-looking than they seemed to be earlier in the evening
(Pennebaker et al., 1979). This phenomenon doesn’t involve “beer goggles,”
or intoxication; it occurs even if people haven’t been drinking (Gladue &
Delaney, 1990). However, it occurs only among those who are seeking com-
pany they don’t yet have; those who are already committed to close relation-
ships don’t exhibit this pattern (Madey et al., 1996). Thus, the “closing-time
effect” appears to be another case of desired-but-forbidden fruit seeming
especially sweet.

SO, WHAT DO MEN AND WOMEN WANT?

We are nearly at the end of our survey of major influences on attraction, but one
important point remains. As we’ve seen, men and women differ in the value
they place on a partner’s physical attractiveness and income (Li et al., 2013).
I don’t want those results to leave you with the wrong impression, however,
because despite those differences, men and women generally seek the same
qualities in their relational partners (Li et al., 2011). Let’s look more closely at
what men and women want.
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Around the world, there are three themes in the criteria with which people
evaluate potential mates (Tran et al., 2008). If we had our way, almost all of us
would have partners who offered

o warmth and loyalty, being trustworthy, kind, supportive, and understanding;
* attractiveness and vitality, being good-looking, sexy, and outgoing; and
e status and resources, being financially secure and living well.

All of these characteristics are desirable, but they’re not of equal importance,
and their prominence depends on whether we're seeking a relatively casual,
short-term fling or a more committed long-term romance.

Men and women have the same (relatively low) standards when they’re
pursuing short-term flings (Eastwick et al., 2014). They both want a casual lover
to be good-looking (Li et al., 2013), and both sexes are less picky when they're
evaluating partners for short-term liaisons than for lasting unions (Fletcher
et al., 2004). For instance, both sexes will accept lower intelligence, warmth,
and earning potential in a lover with whom they have a casual fling than they
would require in a spouse (Buunk et al., 2002). In particular, when they are
contemplating short-term affairs, women will accept men who aren’t especially
kind, dependable, or understanding as long as their lovers are muscular, sexy,
and “hot” (Frederick & Haselton, 2007).

But women clearly recognize that attractive, dominant, masculine men
who might make compelling lovers often make unreliable long-term mates
(Boothroyd et al., 2007). When they are picking husbands, women consider a
man’s good character to be more important than his good looks. They attach
more importance to the criteria of warmth and loyalty and status and resources
than to the criterion of attractiveness and vitality when they are thinking long
term (Fletcher et al., 2004). Prestige and accomplishments become more impor-
tant than dominance and daring (Kruger & Fitzgerald, 2011). When she finds
she can’t have it all, the average woman prefers a man who is kind, under-
standing, and well to do—but not particularly handsome—to a good-looking
but poor one, or a rich and good-looking but cold and disloyal one (Li, 2008).

Men have different priorities. Like women, they value warmth and loyalty,
but unlike women, they attach more importance to attractiveness and vitality
in a long-term partner than to status and resources (Fletcher et al., 2004). The
average guy prefers a kind, beautiful woman without any money to wealthy
women who are gorgeous grouches or women who are sweet but ugly (Li, 2008).

Of course, we typically have to accept some trade-offs like these when we're
seeking intimate partners. Fulfilling all of our diverse desires by finding (and
winning!) the perfect mate is hard to do. If we insist that our partners be kind
and understanding and gorgeous and rich, we're likely to stay frustrated for a
long time. So, when they’re evaluating potential mates, men typically check
first to make sure that a woman has at least average looks, and then they seek as
much warmth, kindness, honesty, openness, stability, humor, and intelligence
as they can get (Li et al., 2002). Great beauty is desirable to men, but it’s not as
important as high levels of warmth and loyalty are (with status and resources
coming in a distant third). Women usually check first to make sure that a man
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has at least some money or prospects, and then they, too, seek as much warmth,
kindness, honesty, openness, stability, humor, and intelligence as they can get
(Li et al., 2002). Wealth is desirable to women, but it’s not as important as high
levels of warmth and loyalty, and looks are in third place.

Gays and lesbians behave similarly, wanting the same things that hetero-
sexual men and women do (Felmlee et al., 2010). And although most of the
research results described in this chapter were obtained in the United States,
people all over the world concur; a global sample of 218,000 Internet users
ranked intelligence, humor, kindness, and dependability as the top four traits
they sought in a relationship partner (Lippa, 2007), and studies in Brazil (Castro
& de Aratjo Lopes, 2010), Russia (Pearce et al., 2010), and Singapore (Li et al.,
2011) have all yielded similar results.

So, add all this up, and attraction isn’t so mysterious after all. Men attend
to looks and women attend to resources, but everybody seems to want partners
who are amiable, agreeable, loving, and kind. Men and women do not differ
in this regard and their preference for warmth and kindness in a mate grows
stronger as they get older (and wiser?) (Brumbaugh & Wood, 2013). As long
as she’s moderately pretty and he has some money, both sexes want as much
warmth and loyalty as they can get. To the extent there is any surprise here, it’s
in the news that women don’t simply want strong, dominant men; they want
their fellows to be warm and kind and capable of commitment, too (Jensen-
Campbell et al., 1995). If you're an unemotional, stoic, macho male, take note:
Women will be more impressed if you develop some affectionate warmth to go
with your strength and power.

FOR YOUR CONSIDERATION

Rasheed introduced himself to Rebecca because she was really hot, and he
was mildly disappointed when she turned out to be a little suspicious, self-
centered, and vain. On the other hand, she was really hot, so he asked her out
anyway. Because she was impressed with his designer clothes and bold style,
Rebecca was intrigued by Rasheed, but after a few minutes she thought him a
little pushy and arrogant. Still, he had tickets to an expensive concert, so she
accepted his invitation to go out on a date.

Having read this chapter, what do you think the date—and the future—
hold for Rebecca and Rasheed? Why?

CHAPTER SUMMARY

The Fundamental Basis of Attraction
We are attracted to people whose presence is rewarding to us.

Proximity: Liking Those Near Us
We select our friends, and our enemies, from those around us.
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Familiarity: Repeated Contact. In general, familiarity breeds attraction.
Even brief, mere exposure to others usually increases our liking for them.

Convenience: Proximity Is Rewarding, Distance Is Costly. Relationships
with distant partners are ordinarily less satisfying than they would be if the
partners were nearby.

The Power of Proximity. Close proximity makes it more likely that two
people will meet and interact, for better or for worse.

Physical Attractiveness: Liking Those Who Are Lovely

Our Bias for Beauty: “What Is Beautiful Is Good.” We assume that attrac-
tive people have other desirable personal characteristics.

Who's Pretty? Symmetrical faces with average features are especially
beautiful. Waist-to-hip ratios of 0.7 are very appealing in women whereas a
WHR of 0.9 is attractive in a man if he has money.

An Evolutionary Perspective on Physical Attractiveness. Cross-cultural
agreement about beauty, cyclical variations in women'’s preferences and behav-
ior, and the link between attractiveness and good health are all consistent with
the assumptions of evolutionary psychology.

Culture Counts, Too. Standards of beauty also fluctuate with changing
economic and cultural conditions.

Looks Matter. When people first meet, nothing else affects attraction as
much as their looks do.

The Interactive Costs and Benefits of Beauty. Physical attractiveness has
a larger influence on men’s social lives than on women'’s. Attractive people
doubt the praise they receive from others, but they’re still happier than unat-
tractive people are.

Matching in Physical Attractiveness. People tend to pair off with others
of similar levels of beauty.

Reciprocity: Liking Those Who Like Us

People are reluctant to risk rejection. Most people calculate others” overall
desirability by multiplying their physical attractiveness by their probability of
reciprocal liking. This is consistent with balance theory, which holds that people
desire consistency among their thoughts, feelings, and relationships.

Similarity: Liking Those Who Are Like Us
Birds of a feather flock together. People like those who share their attitudes.
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What Kind of Similarity? Happy relationship partners resemble each
other in demographic origin, attitudes, and, to a lesser degree, in personalities.

Do Opposites Attract? Opposites do not attract, but they may seem to for
several reasons. First, we are attracted to those who we think are like us, and
we can be wrong. Then, it takes time for perceived similarity to be replaced by
more accurate understanding of the attributes we share with others. People
may be attracted to those who are mildly different from themselves but similar
to their ideal selves. People also tend to become more similar over time, and
some types of similarity are more important than others. Matching is also a
broad process; fame, wealth, talent, and looks can all be used to attract others.
Finally, we may appreciate behavior from a partner that differs from our own
but that complements our actions and helps us to reach our goals.

Barriers: Liking the Ones We Cannot Have

The theory of psychological reactance suggests that people strive to restore
lost freedom. The theory explains the Romeo and Juliet effect as well as the ten-
dency for potential partners to seem more attractive at bars’ closing time.

So, What Do Men and Women Want?

People evaluate potential partners with regard to (a) warmth and loyalty,
(b) attractiveness and vitality, and (c) status and resources. For lasting romances,
women want men who are warm and kind and who are not poor, and men want
women who are warm and kind and who are not unattractive. Thus, everybody
wants intimate partners who are amiable, agreeable, and loving.



CHAPTER 4

Social Cognition

FirsT IMPRESSTIONS (AND BEYOND) @ THE POWER OF
PERCEPTIONS @ IMPRESSION MANAGEMENT

¢ So, Just How WELL Do WE KNow OUR PARTNERS?

¢ FOR YOUR CONSIDERATION ¢ CHAPTER SUMMARY

Imagine that you're home in bed, sick with a killer flu, and your lover
doesn’t call you during the day to see how you're doing. You're disap-
pointed. Why didn’t your partner call? Does he or she not love you enough?
Is this just another frustrating example of his or her self-centered lack of
compassion? Or is it more likely that your loving, considerate partner didn’t
want to risk waking you from a nap? There are several possible explana-
tions, and you can choose a forgiving rationale, a blaming one, or something
in between. And importantly, the choice may really be up to you; the facts
of the case may allow several different interpretations. But whatever you
decide, your judgments are likely to be consequential. At the end of the day,
your perceptions will have either sustained or undermined the happiness of
your relationship.

We'll focus on judgments like these in this chapter on social cognition, a
term that refers generally to the processes of perception and judgment with
which we make sense of our social worlds (Fiske & Taylor, 2013). Our primary
concern will be with the way we think about our relationships. We'll explore
how our judgments of our partners and their behavior set the stage for the
events that follow. We'll consider our own efforts to influence and control what
our partners think of us. And we’ll ponder just how well two people are likely
to know each other, even in an intimate relationship. Throughout the chapter,
we’ll find that our perceptions and interpretations of our partnerships are of
enormous importance: What we think helps to determine what we feel, and
then how we act. This wouldn’t be a problem if our judgments were always
accurate. However, there are usually a variety of reasonable ways to interpret
an event (as my opening example suggests), and we can make mistakes even
when we’re confident that we have arrived at the truth. Indeed, some of those
mistakes may begin the moment we meet someone, as studies of first impres-
sions reveal.

105
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FIRST IMPRESSIONS (AND BEYOND)

First impressions matter. The judgments we form of others after a brief first
meeting often have enormous staying power, with our initial perceptions con-
tinuing to be influential months later (Uleman & Saribay, 2012). This fact may
be obvious if we dislike someone so much after an initial interaction that we
avoid any further contact with him or her (Denrell, 2005); in such cases, our first
impressions are the only impressions we ever get. However, first impressions
continue to be influential even when we do see more of a new acquaintance.
When researchers formally arranged get-acquainted conversations between
new classmates, the initial impressions the students formed continued to influ-
ence their feelings about each other 10 weeks later (Human et al., 2013).

Conceivably, some first impressions last because they are discerning and
correct. Sometimes it doesn’t take us long to accurately decide who’s nice and
who’s not, and if we’re right, there’s no need to revise our initial perceptions.
On the other hand, first impressions can be remarkably persistent even when
they’re erroneous (Harris & Garris, 2008). Right or wrong, first impressions lin-
ger, and that’s why they matter so much. Let’s consider how they operate.

We start judging people from the moment we meet them. And by
“moment,” I mean the first twenty-fifth of a second. That’s all it takes—only
39 milliseconds!'—for us to determine whether a stranger’s face looks angry
(Bar et al., 2006). After more patient deliberation lasting one-tenth of a second,?
we have formed judgments of a stranger’s attractiveness, likeability, and
trustworthiness that are the same as those we hold after a minute’s careful
inspection of the person’s face (Willis & Todorov, 2006). Then, after watching
the stranger chat with someone of the other sex for only 5 seconds, we've
already decided how extraverted, conscientious, and intelligent he or she is
(Carney et al., 2007). We jump to conclusions very, very quickly.

Our snap judgments are influenced by the fact that everyone we meet fits
some category of people about whom we already hold stereotyped first impres-
sions. This may sound like a daring assertion, but it really isn’t. Think about
it: Everyone is either male or female, and (as we saw in chapter 1), we expect
different behavior from men and women. Furthermore, at a glance, we can
tell whether someone is beautiful or plain, and (as we saw in chapter 3), we
assume that pretty people are likable people. Dozens of other distinctions may
come into play: young/old, black/white, pierced /unpierced, rural /urban, and
many more. The specifics of these stereotypes may vary from one perceiver
to the next, but they operate similarly in anyone: Stereotypes supply us with
preconceptions about what people are like. The judgments that result are often
quite incorrect (Olivola & Todorov, 2010), but they’re hard to avoid: Stereo-
types influence us automatically, even when we are unaware of using them
(Nestler & Back, 2013). So, some initial feelings about others may spring up
unbidden even when we want to be impartial and open minded.

1A millisecond is a thousandth of a second. So, after 39 milliseconds have passed, there’s still
96.1 percent of a second yet to come before one full second has passed.

’I'm not kidding, but I am being playful.
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Then, if we take a close look at others before we say hello, there may be a
surprising amount of specific information about them that is available from
afar. Examine their shoes: Students at the University of Kansas gained some
insight into others’ age, gender, income, and even anxiety about abandonment
from nothing more than a picture of their shoes (Gillath et al., 2012). Study their
faces: We tend to assume that men with high facial width-to-height ratios—
whose faces are wide and short—are more likely to be prejudiced than those
whose faces are narrower and taller. And we’re right. They are (Hehman et al.,
2013). With a quick glance at a politician’s face, we're also fairly good at judg-
ing whether he is conservative or liberal (Wénke et al., 2012).

If we do interact with someone, we continue jumping to conclusions. Please
take a moment—seriously, take your time and read the next line slowly—and
consider someone who is

envious, stubborn, critical, impulsive, industrious, and intelligent.

Would you want this person as a co-worker? Probably not much. Now, please
take another moment to size up someone else who is

intelligent, industrious, impulsive, critical, stubborn, and envious.

More impressive, yes? This person isn’t perfect, but he or she seems competent
and ambitious. The point, of course, is that the two descriptions offer the same

1.37 fWHR 1.57

Source: Hehman et al., 2013.

What is your first impression of these two people? The man on the left has a lower
facial width-to-height ratio (fWHR), so his face is narrower and taller than the face of
the man on the right. The white rectangles indicate the measurements that are used to
calculate fWHR, across the face at the top of the jaw and vertically from the top of the
upper lip to the middle of the eyebrows. To a modest degree, men with higher fWHRs
are more likely than other men to report prejudicial attitudes (possibly because they're
more likely to tell the truth, no matter what anyone thinks).
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information in a different order, and that’s enough to engender two different
impressions (Asch, 1946). Our judgments of others are influenced by a primacy
effect, a tendency for the first information we receive about others to carry spe-
cial weight, along with our instant impressions and our stereotypes, in shaping
our overall impressions of them.

Primacy effects provide one important indication of why first impressions
matter so much: Right or wrong, our quick first judgments of others influence our
interpretations of the later information we encounter. Once a judgment forms, it
affects how we use the data that follow—often in subtle ways that are difficult to
detect. John Darley and Paget Gross (1983) demonstrated this when they showed
Princeton students a video that established the social class of a young girl named
“Hannah.” Two different videos were prepared, and some people learned that
Hannah was rather poor, whereas others found that she was pretty rich; she either
played in a deteriorating, paved schoolyard and returned home to a dingy, small
duplex or played on expansive, grassy fields and went home to a large, lovely
house. The good news is that when Darley and Gross asked the participants to
guess how well Hannah was doing in school, they did not assume the rich kid
was smarter than the poor kid; the two groups both assumed she was getting
average grades (see Figure 4.1). After that, however, the researchers showed the
participants a video of Hannah taking an aptitude test and doing an inconsistent
job, answering some difficult questions correctly but blowing some easy ones.
Everyone saw the same video, but—and here’s the bad news—they interpreted
it very differently depending on their impressions of her social class. People who
thought that Hannah was poor cited her mistakes and judged her as performing
below average whereas those who thought she was rich noted her successes and
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Data from Darley & Gross, 1983.

FIGURE 4.1. Our preconceptions control our interpretations of information about others.
People equipped with different expectations about the social class of a fourth-grade
girl drew very different conclusions about her performance on an achievement test,
although they all witnessed the very same performance. Those who thought they were
watching a rich kid judged her to be performing an entire grade better than did those
who thought they were watching a girl from a more modest background.
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When we meet others for the first time, stereotypes and primacy effects influence our
interpretations of the behavior we observe. Confirmation biases and overconfidence
may follow.

rated her as considerably better than average. Perceivers equipped with differ-
ent preconceptions about Hannah’s social class interpreted the same sample of
her behavior in very different ways and came to very different conclusions. And
note how subtle this process was: They didn’t leap to biased assumptions about
Hannah simply by knowing her social class, making an obvious mistake that
might easily be noticed. Instead, their knowledge of her social class lingered in
their minds and contaminated their interpretations of her later actions. And they
probably made their biased judgments with confidence, feeling fair and impar-
tial. Both groups could point to a portion of her test performance—the part that
fit their preconceptions—and feel perfectly justified in making the judgments
they did, never realizing that people with other first impressions were watching
the same videotape and reaching contradictory conclusions.

Thus, first impressions affect our interpretations of the subsequent informa-
tion we encounter about others. They also affect our choices of the new informa-
tion we seek. When we want to test a first impression about someone, we’re more
likely to pursue information that will confirm that belief than to inquire after
data that could prove it wrong. That is, people ordinarily display a confirmation
bias: They seek information that will prove them right more often than they
look for examples that would prove them wrong (Snyder, 1981). For instance,
imagine that you're instructed to interview a fellow student to find out if he or
she is a sociable extravert, and you're handed a list of possible questions to ask.
Some of the questions are neutral (e.g., “What are the good and bad points of
acting friendly and open?”) but others are slanted toward eliciting introverted
responses (“What do you dislike about loud parties?”) while still others are likely
to get extraverted answers (“What do you do when you want to liven things up
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at a party?”). How would you conduct the interview? If you're like most people,
you'd select questions that probe for evidence that your expectation is correct.

That’s just what happened when researchers asked some people to find
out if a stranger was extraverted, but asked others to find out if the person was
introverted (Snyder & Swann, 1978b). The two groups of interviewers adopted
two very different lines of investigation, asking questions that made it likely
that they’d get examples of the behaviors they expected to find. In fact, the inter-
views were so biased that audiences eavesdropping on them actually believed
that the strangers really were rather extraverted or introverted, depending on
the interviewers’ preconceptions.

Indeed, the problem with confirmatory biases is that they elicit one-sided
information about others that fits our preconceptions—and as a result, we too
rarely confront evidence that shows that our first impressions are wrong. Thus,
not only may we cling to snap judgments that are incorrect, but we're also
often overconfident, making more mistakes than we realize (Ames et al., 2010).
Here’s an example. After you begin dating a new romantic partner, you're
likely to become confident that you understand his or her sexual history as time
goes by. You'll probably feel increasingly certain, for instance, that you know
whether or not he or she has a sexually transmitted infection. Unfortunately,
you're not likely to be as well-informed as you think. Studies at the University
of Texas at Austin found that people could not estimate the risk that a new
acquaintance was HIV-positive as well as they thought they could (Swann
et al., 1995). They were overconfident when a new relationship began, and as
the relationship developed, they only got worse (Swann & Gill, 1997). With
greater familiarity, they became more certain that they understood their new
partners well, but their accuracy did not change (see Figure 4.2).
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FIGURE 4.2. Accuracy and (over) confidence in developing relationships.

At the beginning of their relationships, people felt that they knew more about the
sexual histories of their new partners than they really did. Then, as time went by, they
became quite certain that they were familiar with all the facts, when in truth, their
actual accuracy did not improve.
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So, first impressions matter. We rarely process information about others in
an unbiased, evenhanded manner. Instead, our existing notions, whether they’re
simple stereotypes or quick first impressions, affect how we access and what we
make of the new data we encounter. We are usually unaware of how readily
we overlook evidence that we could be wrong. We're not tentative. Armed with
only some of the facts—those that tend to support our case—we put misplaced
faith in our judgments of others, being wrong more often than we realize.

Now, of course, we come to know our partners better with time and expe-
rience, and first impressions certainly change as people gain familiarity with
each other (Kammrath et al., 2007). However—and this is the fundamental
point I wish to make—existing beliefs are influential at every stage of a relation-
ship, and when it comes to our friends and lovers, we may see what we want to
see and hold confident judgments that aren’t always right.

For instance, who are the better judges of how long your current romantic
relationship will last, you or your parents? Remarkably, when university
students, their roommates, and their parents were all asked to forecast the future
of the students’ dating relationships, the parents made better predictions than
the students did, and the roommates did better still (MacDonald & Ross, 1999).
You’'d think that people would be the best judges of their own relationships,
but the students focused on the strengths of their partnerships and ignored the
weaknesses, and as a result, they confidently and optimistically predicted that
the relationships would last longer than they usually did. Parents and room-
mates were more dispassionate and evenhanded, and although they were less

We Don’t Always Know Why We Think What We Do

Consider this: When you show up for a
psychology study, the researcher asks
you to hold her cup of hot coffee for
about 20 seconds while she records your
name on a clipboard. Then, you're asked
to form an impression of a stranger who
is described in a brief vignette. Would
your warm hands lead you to intuit
that the stranger is a warm and gener-
ous person? Would you have liked the
stranger less if you had been holding a
cup of iced coffee instead? Remarkably,
the answer to both of those questions is
yes. Warm hands led research partici-
pants to think warmer thoughts about a
stranger than cool hands did (Williams
& Bargh, 2008).

How about this? Would sitting
at a wobbly table on a wobbly chair

increase your desire for stability (such
as trustworthiness and reliability) in a
mate? The answer is yes, again (Kille
et al., 2013), and there are two aspects
of these phenomena that are intriguing.
First, our impressions of others can be
shaped by a variety of influences, and
some of them have nothing to do with
the person who’s being judged. Sec-
ond, the people in these studies were
completely unaware that current con-
ditions such as the temporary tempera-
ture of their hands were swaying their
judgments. We don’t always know
why we hold the opinions we do, and
on occasion, our impressions of others
are unwarranted. Both points are valu-
able lessons for a discerning student of
social cognition.
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confident in their predictions, they were more accurate in predicting what the
future would hold. In fact, the most accurate predictions of all regarding the
future of a heterosexual relationship often come from the friends of the woman
involved (Loving, 2006). If her friends approve of a partnership, it’s likely
to continue, but if they think the relationship is doomed, it probably is
(Etcheverry & Agnew, 2004).

Thus, the same overconfidence, confirmatory biases, and preconceptions
that complicate our perceptions of new acquaintances operate in established
relationships as well. Obviously, we're not clueless about our relationships, and
when we're deliberate and cautious, we make more accurate predictions about
their futures than we do when we're in a romantic mood. But it’s hard to be dis-
passionate when we’re devoted to a relationship and want it to continue; in such
cases we are particularly prone to confirmation biases that support our optimistic
misperceptions of our partners (Gagné & Lydon, 2004).

So, our perceptions of our relationships are often less detached and entirely
correct than we think they are. And, for better or for worse, they have consider-
able impact on our subsequent feelings and behavior, as we’ll see next.

THE POWER OF PERCEPTIONS

Our judgments of our relationships and our partners seem to come to us natu-
rally, as if there were only one reasonable way to view them. Little do we real-
ize that we’re often choosing to adopt the perspectives we use, and we facilitate
or inhibit our satisfaction with our partners by the choices we make.

Idealizing Our Partners

What are you looking for in an ideal romantic relationship? As we saw in
chapter 3, most of us want a partner who is warm and trustworthy, loyal and
passionate, and attractive and rich, and our satisfaction depends on how well
our lovers approach those ideals (Tran et al., 2008). What we usually get, how-
ever, is something less. How, then, do we ever stay happy with the real people
we attract?

One way is to construct charitable, generous perceptions of our partners
that emphasize their virtues and minimize their faults. People often judge their
lovers with positive illusions that portray their partners in the best possible
light (Holmes, 2004). Such “illusions” are a mix of realistic knowledge about
our partners and idealized perceptions of them. They do not ignore a partner’s
faults; they just consider them to be circumscribed, specific drawbacks that are
less important and influential than their many assets and advantages are (Neff
& Karney, 2003). They have all the facts, but they interpret them differently
than everyone else (Gagné & Lydon, 2003)—so they judge their partners more
positively than other people do, and even more positively than the partners
judge themselves (Conley et al., 2009).

Isn’t it a little dangerous to hold a lover in such high esteem? Won't peo-
ple inevitably be disappointed when their partners fail to fulfill such positive
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perceptions? The answers may depend on just how unrealistic our positive
illusions are (Neff & Karney, 2005). If we're genuinely fooling ourselves, imag-
ining desirable qualities in a partner that he or she does not possess, we may be
dooming ourselves to disillusionment (Tomlinson et al., 2010). It's not so great
for our partners, either, when we put them on a pedestal and expect them to be
perfect (Tomlinson et al., 2014). On the other hand, if we're aware of all the facts
but are merely interpreting them in a kind, benevolent fashion, such “illusions”
can be very beneficial. When we idealize our partners, we're predisposed to
judge their behavior in positive ways, and we are more willing to commit our-
selves to maintaining the relationship (Luo et al., 2010). And we can slowly
convince our partners that they actually are the wonderful people we believe
them to be because our high regard improves their self-esteem (Murray et al.,
1996). Add it all up, and idealized images of romantic partners are associated
with greater satisfaction as time goes by (Murray et al., 2011).

In addition, there’s a clever way in which we protect ourselves from dis-
illusionment: Over time, as we come to know our partners well, we tend to
revise our opinions of what we want in an ideal partner so that our standards
fit the partners we’ve got (Fletcher & Kerr, 2013). To a degree, we conveniently
decide that the qualities our partners have are the ones we want.

Thus, by choosing to look on the bright side—perceiving our partners as
the best they can be—and by editing our ideals and hopes so that they fit the
realities we face, we can increase the chances that we’ll be happy with our pres-
ent partners. Indeed, our partners generally know that we're idolizing them,
and they usually want us to, within reason (Boyes & Fletcher, 2007)—and if we
receive such positive, charitable perceptions in return, everybody wins.

Attributional Processes

Our delight or distress is also affected by the manner in which we choose to
explain our partners’ behavior. The explanations we generate for why things
happen—and in particular why a person did or did not do something—are
called attributions. An attribution identifies the causes of an event, emphasiz-
ing the impact of some influences and minimizing the role of others. Studies of
such judgments are important because there are usually several possible expla-
nations for most events in our lives, and they can differ in meaningful ways.
We can emphasize influences that are either internal to someone, such as the
person’s personality, ability, or effort, or external, implicating the situation or
circumstances the person faced. For instance (as you've probably noticed), stu-
dents who do well on exams typically attribute their success to internal causes
(such as their preparation and talent) whereas those who do poorly blame
external factors (such as a tricky test) (Forsyth & Schlenker, 1977). The causes
of events may also be rather stable and lasting, as our abilities are, or unstable
and transient, such as moods that come and go. Finally, causes can be said to
be controllable, so that we can manage them, or uncontrollable, so that there’s
nothing we can do about them. With all of these distinctions in play, diverse
explanations for a given event may be plausible. And in a close relationship
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in which interdependent partners may both be partly responsible for much of
what occurs, judgments of cause and effect can be especially complicated.

Nevertheless, three broad patterns routinely emerge from studies of attri-
butions in relationships. First, despite their intimate knowledge of each other,
partners are affected by robust actor/observer effects: They generate different
explanations for their own behavior than they do for the similar things they
see their partners do (Malle, 2006). People are often acutely aware of the exter-
nal pressures that have shaped their own behavior, but they overlook how the
same circumstances affect others; as a result, they acknowledge external pres-
sures when they explain their own actions, but they make internal attributions
(for instance, to others’ personalities) when other people behave exactly the
same way. What makes this phenomenon provocative in close relationships
is that it leads the partners to overlook how they often personally provoke the
behavior they observe in each other. During an argument, if one partner thinks,
“she infuriates me so when she does that,” the other is likely to be thinking,
“he’s so temperamental. He needs to learn to control himself.” This bias is so
pervasive that two people in almost any interaction are reasonably likely to
agree about what each of them did but to disagree about why each of them did
it (Robins et al., 2004). And to complicate things further, the two partners are
unlikely to be aware of the discrepancies in their attributions; each is likely to
believe that the other sees things his or her way. When partners make a con-
scious effort to try to understand the other’s point of view, the actor/observer
discrepancy gets smaller (Arriaga & Rusbult, 1998), but it rarely vanishes com-
pletely (Malle, 2006). The safest strategy is to assume that even your closest
partners seldom comprehend all your reasons for doing what you do.

Second, despite genuine affection for each other, partners are also likely to
display self-serving biases in which they readily take credit for their successes
but try to avoid the blame for their failures. People like to feel responsible for the
good things that happen to them, but they prefer external excuses when things
go wrong. Thus, although they won't tell their partners (Miller & Schlenker,
1985), they usually think that they personally deserve much of the credit when
their relationships are going well, but they’re not much to blame if a partnership
is doing poorly (Thompson & Kelley, 1981). One quality that makes this phenom-
enon interesting is that people expect others to be self-serving, but they don’t
feel that they are themselves (Kruger & Gilovich, 1999). Most of us readily recog-
nize overreaching ownership of success and flimsy excuses for failure when they
come from other people, but we think that our own similar, self-serving percep-
tions are sensible and accurate (Pronin et al., 2002). This occurs in part because
we are aware of—and we give ourselves credit for—our own good intentions,
even when we fail to follow through on them, but we judge other people only by
what they do, not what they may have intended to do (Kruger & Gilovich, 2004).

This is a provocative phenomenon, so let’s consider how it works. Imagine
that Fred goes to sleep thinking, “I bet Wilma would like breakfast in bed in the
morning.” He intends to do something special for her, and he proudly gives
himself credit for being a thoughtful partner. But when he oversleeps and has
to dash off to work without actually having done anything generous, he’s likely
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to continue feeling good about himself: After all, he had kind intentions. In
contrast, Wilma can only judge Fred by his actions; she’s not a party to what he
was thinking, and she has no evidence in this instance that he was thoughtful
at all. Their different sources of information may lead Fred to consider himself
a better, more considerate partner than Wilma (or anyone else) perceives him
to be. (Remember those thank-you notes you were intending to write but never
did? You probably give yourself some credit for wanting to get around to them,
but all your disappointed grandmother knows is that you never thanked her,
and you’re behaving like an impolite ingrate!)

Subtle processes like these make self-serving explanations of events routine
in social life. It's true that loving partners are less self-serving toward each
other than they are with other people (Sedikides et al., 1998). Nevertheless, self-
serving biases exist even in contented relationships. In particular, when they
fight with each other, spouses tend to believe that the argument is mostly their
partner’s fault (Schiitz, 1999). And if they have extramarital affairs, people usu-
ally consider their own affairs to be innocuous dalliances, but they consider
their spouse’s affairs to be grievous betrayals (Buunk, 1987).

Thus, partners’ idiosyncratic perspectives allow them to feel that they have
better excuses for their mistakes than their friends and lovers do. They also
tend to believe that their partners are the source of most disagreements and
conflict. Most of us feel that we’re pretty easy to live with, but they’re hard to
put up with sometimes. Such perceptions are
undoubtedly influential, and, indeed, a third A Point to Ponder
important pattern is that the general pattern of a
couple’s attributions helps determine how satis-
fied they will be with their relationship' (Os-ter- partner’s perceptions of
hout et al., 2011). Happy people make attributions 4 yole you played in esca-
for their partners’ behavior that are relationship lating your last argument
enhancing. Positive actions by the partner are with him or her?
judged to be intentional, habitual, and indicative
of the partner’s fine character; that is, happy couples make controllable, stable,
and internal attributions for each other’s positive behavior. They also tend to
discount one another’s transgressions, seeing them as accidental, unusual, and
circumstantial; thus, negative behavior is excused with attributions to external,
unstable, and uncontrollable causes.

Through such attributions, satisfied partners magnify their partner’s kind-
nesses and minimize their cruelties, and, as long as a partner’s misbehavior
really is just an occasional misstep, these benevolent explanations keep the
partners happy (McNulty, 2010). But dissatisfied partners do just the oppo-
site, exaggerating the bad and minimizing the good (Fincham, 2001). Unhappy
people make distress-maintaining attributions that regard a partner’s negative
actions as deliberate and routine and positive behavior as unintended and acci-
dental. (See Figure 4.3.) Thus, whereas satisfied partners judge each other in
generous ways that are likely to keep them happy, distressed couples perceive
each other in an unforgiving fashion that can keep them dissatisfied no matter
how each behaves. When distressed partners are nice to one another, each is

To what extent are you
able to comprehend your
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State of the
Couple’s Attributional Partner’s Attributions
Relationship Pattern Behavior Made
| —>1 Internal
Positive Stable
/ = Controllable
Relationship
Happy enhancing
\ | —1 External
Negative Unstable
[ Uncontrollable
| —| External
Positive Unstable
[ Uncontrollable
Distress
Unhappy maintaining
\ | ——> Internal
Negative Stable
———| Controllable

Data from Brehm & Kassin ©1990.

FIGURE 4.3. Attributions made by happy and unhappy couples.
Relationship-enhancing attributions give partners credit for thoughtful, generous
actions and excuse undesirable behavior as a temporary aberration. Distress-
maintaining attributions do just the opposite; they blame partners for undesirable
conduct but give them no credit for the nice things they do.

likely to write off the other’s thoughtfulness as a temporary, uncharacteristic
lull in the negative routine. When kindnesses seem accidental and hurts seem
deliberate, satisfaction is hard to come by.

Where does such a self-defeating pattern come from? Attachment
styles are influential. People with secure styles tend to tolerantly employ
relationship-enhancing attributions, but insecure people are more pessimistic
(Pearce & Halford, 2008). And disappointments of various sorts may cause
anyone to gradually adopt a pessimistic perspective (Karney & Bradbury,
2000). But one thing is clear: Maladaptive attributions can lead to cantanker-
ous behavior and ineffective problem solving (Hrapczynski et al., 2011), and
they can cause dissatisfaction that would not have occurred otherwise (Sillars
et al., 2010). With various points of view at their disposal, people can choose
to explain a partner’s behavior in ways that are endearing and forgiving, or
pessimistic and pejorative—and the success of their relationship may ulti-
mately hang in the balance.

Memories

Our perceptions of the current events in our relationships are obviously influ-
ential. So are our memories of the things that have happened in the past.
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We usually assume that our memories are faithful representations of past
events. In particular, we're likely to trust vivid memories because they seem
so certain and detailed. But years of research (see Della Sala, 2010) have clearly
demonstrated that we edit and update our memories—even seemingly vivid
ones—as new events unfold, so that what we remember about the past is always
a mix of what happened then and what we know now. Psychologists use the
term reconstructive memory to describe the manner in which our memories are
continually revised and rewritten as new information is obtained.

Reconstructive memory influences our relationships. For one thing, part-
ners’ current feelings about each other influence what they remember about
their shared past (Luchies et al., 2013). If they’re presently happy, people tend
to forget past disappointments; but if they’re unhappy and their relationship is
failing, they underestimate how happy and loving they used to be. These tricks
of memory help us adjust to the situations we encounter, but they often leave
us feeling that our relationships have always been more stable and predictable
than they really were—and that can promote damaging overconfidence.

The good news is that by misremembering their past, partners can remain
optimistic about their future (Lemay & Neal, 2013). At any given point in time,
contented lovers are likely to recall that they have had some problems in the
past but that things have recently gotten better, so
they are happier now than they used to be (Karney A Point to Ponder
& Frye, 2002). What’s notable about this pattern
is that,.if you follow couples over time, .they’.ll tell dly, how accurately are
you this over and over even when their satisfac- you able to remember how
tion with each other is gradually eroding instead  yyonderful it seemed back
of increasing (Frye & Karney, 2004). Evidently, by  when it was going well?
remembering recent improvement in their partner-
ships that has not occurred, people remain happier than they might otherwise
be. Like other perceptions, our memories influence our subsequent behavior
and emotions in our intimate relationships (Simpson et al., 2010).

When a relationship ends

Relationship Beliefs

People also enter their partnerships with established beliefs about how rela-
tionships work. One common set of beliefs is romanticism, the view that love
should be the most important basis for choosing a mate (Weaver & Ganong,
2004). People who are high in romanticism believe that (a) each of us has only
one perfect, “true” love; (b) true love will find a way to overcome any obsta-
cle; and (c) love is possible at first sight. These beliefs apparently provide a
rosy glow to a new relationship—romantic people experience more love,
satisfaction, and commitment in the first few months of their romantic part-
nerships than unromantic people do—but these beliefs tend to erode as time
goes by (Sprecher & Metts, 1999). Real relationships rarely meet such lofty
expectations.

At least romantic beliefs appear to be fairly benign. The same cannot be
said for some other beliefs that are clearly disadvantageous. Certain beliefs that
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people have about relationships are dysfunctional; that is, they appear to have
adverse effects on the quality of relationships, making it less likely that the
partners will be satisfied (Goodwin & Gaines, 2004). What ideas could people
have that could have such deleterious effects? Here are six:

e Disagreements are destructive. Disagreements mean that my partner doesn’t
love me enough. If we loved each other sufficiently, we would never disagree.

e “Mindreading” is essential. People who really care about each other ought to
be able to intuit each other’s needs and preferences without having to be
told what they are. My partner doesn’t love me enough if I have to tell him
or her what I want or need.

e Partners cannot change. Once things go wrong, they’ll stay that way. If a
lover has faults, he or she won’t improve.

o Sex should be perfect every time. Sex should always be wonderful and fulfill-
ing if our love is pure. We should always want, and be ready for, sex.

o Men and women are different. The personalities and needs of men and women

are so dissimilar, you really can’t understand someone of the other sex.

Great relationships just happen. You don’t need to work at maintaining a

good relationship. People are either compatible with each other and des-

tined to be happy together or they’re not.

Most of these beliefs were identified by Roy Eidelson and Norman Epstein
(1982) years ago, and since then, studies have shown that they put people at

I thought we were soul mates, too, so imagine my surprise to find
that my actual soul mate is Nicole in accounting.”

© Barbara Smaller/The New Yorker Collection/The Cartoon Bank.

The belief that all you have to do to live happily ever after is to find the right, perfect
partner is not advantageous.
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risk for distress and dissatisfaction in close relationships (Knee & Petty, 2013).
They’re unrealistic. When disagreements do occur—as they always do—they
seem momentous to people who hold these views. Any dispute implies that
their love is imperfect. Worse, people with these perspectives do not behave
constructively when problems arise. Believing that people can’t change and
that true love just happens, such people don’t try to solve problems but just
avoid them (Franiuk et al., 2002), and they report more interest in ending the
relationship than in working to repair it (Knee et al., 2003).

In their work on relationship beliefs, Chip Knee and his colleagues refer
to perspectives like these as destiny beliefs because they assume that two
people are either well suited for each other and destined to live happily ever
after, or they’re not (Knee & Petty, 2013). Destiny beliefs take an inflexible view
of intimate partnerships (see Table 4.1). They suggest that if two people are
meant to be happy, they’ll know it as soon as they meet; they’ll not encounter
early doubts or difficulties, and once two soulmates find each other, a happy
future is ensured. This is the manner in which Hollywood often portrays love
in romantic comedies—and people who watch such movies do tend to believe
that true loves are meant to be (Hefner & Wilson, 2013).

TABLE 4.1. Destiny and Growth Beliefs

Chip Knee (1998) measured destiny and growth beliefs with these items. Respondents
were asked to rate their agreement or disagreement with each item using this scale:

1 2 3 4 5 6 7
strongly disagree strongly agree

1. Potential relationship partners are either compatible or they are not.
2. The ideal relationship develops gradually over time.

3. A successful relationship is mostly a matter of finding a compatible partner right
from the start.

4. Challenges and obstacles in a relationship can make love even stronger.
5. Potential relationship partners are either destined to get along or they are not.

6. A successful relationship is mostly a matter of learning to resolve conflicts with a
partner.

7. Relationships that do not start off well inevitably fail.
8. A successful relationship evolves through hard work and resolution of

incompatibilities.
Source: Knee, 1998.

As you undoubtedly surmised, the odd-numbered items assess a destiny orientation
and the even-numbered items assess a growth orientation. A scale with these items and
14 more is now used in destiny and growth research (Knee & Petty, 2013), but these
classic items are still excellent examples of the two sets of beliefs. Do you agree with
one set of ideas more than the other?
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Attachment Styles and Perceptions of Partners

Relationship beliefs can vary a lot from
person to person, and another individual
difference that’s closely tied to the way
people think about their partnerships is
attachment style (Mikulincer & Shaver,
2013). People with different styles are
thought to have different “mental mod-
els” of relationships; they hold different
beliefs about what relationships are like,
expect different behavior from their
partners, and form different judgments
of what their partners do. I've already
noted that secure people are more
likely than those with insecure styles to
employ relationship-enhancing attribu-
tions (Pearce & Halford, 2008); they're
also less likely to hold maladaptive
relationship beliefs (Stackert & Bursik,
2003). Secure people trust their part-
ners more (Mikulincer, 1998), believe
that their partners are more support-
ive (Collins & Feeney, 2004), and have
more positive expectations about what
the future holds (Birnie et al., 2009).

They’re also more likely than insecure
people to remember positive things
that have happened in the past (Miller
& Noirot, 1999). Even their dreams are
different; compared to those who are
insecure, secure people portray others
in their dreams as being more available
and supportive and as offering greater
comfort (Mikulincer et al., 2011). In gen-
eral, then, people with secure styles are
more generous, optimistic, and kindly
in their judgments of others than inse-
cure people are.

Attachment styles can change,
as we saw in chapter 1, but no mat-
ter what style people have, they tend
to remember the past as being consis-
tent with what they’re thinking now
(Feeney & Cassidy, 2003). Happily, if
positive experiences in a rewarding
relationship help us gradually develop
a more relaxed and trusting outlook on
intimacy with others, we may slowly
forget that we ever felt any other way.

Different views, which you rarely see at the movies, assume that happy rela-
tionships are the result of hard work (Knee & Petty, 2013). According to growth
beliefs, good relationships are believed to develop gradually as the partners
work at surmounting challenges and overcoming obstacles, and a basic pre-
sumption is that with enough effort, almost any relationship can succeed.

As you might expect, these different views of relationships generate
different outcomes when difficulties arise (and as it turns out, Hollywood
isn’t doing us any favors). When couples argue or a partner misbehaves, peo-
ple who hold growth beliefs remain more committed to the relationship and
more optimistic that any damage can be repaired than do those who do not
hold such views. And those who hold growth beliefs can discuss their lovers’
imperfections with equanimity; in contrast, people who hold destiny beliefs
become hostile when they are asked to confront their partners’ faults (Knee &
Petty, 2013).

Thus, some relationship beliefs are more adaptive than others (Cobb
et al., 2013). Left to themselves, these perspectives tend to be stable and
lasting (Franiuk et al., 2002), but they can change with education and insight
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(Sharp & Ganong, 2000). Indeed, if you recognize any of your own views among
the dysfunctional beliefs three pages back,  hope that these findings are enlight-
ening. Unrealistic assumptions can be so idealistic and starry-eyed that no rela-
tionship measures up to them, and distress and disappointment are certain
to follow.

Expectations

When relationship beliefs are wrong, they stay wrong. In contrast, people can
also have more specific expectations about the behavior of others that are ini-
tially false but that become true (Rosenthal, 2006). I'm referring here to self-
fulfilling prophecies, which are false predictions that become true because
they lead people to behave in ways that make the erroneous expectations come
true. Self-fulfilling prophecies are extraordinary examples of the power of per-
ceptions because the events that result from them occur only because people
expect them to, and then act as if they will.

Let’s examine Figure 4.4 together to detail how this process works. As a
first step in a self-fulfilling prophecy, a person whom we’ll call the perceiver
forms an expectancy about someone else—the target—that predicts how the tar-
get will behave. Various information about the target, such as his or her age,
sex, race, physical attractiveness, or social class may affect the perceiver’s judg-
ments in ways of which the perceiver is unaware.

FIGURE 4.4. A self-fulfilling prophecy.
Originally false expectations held by a perceiver (P) can seem to come true when he or
she interacts with someone else, his or her target (T).

P forms an expectancy
about the target.

~~~"| Based on stereotype,
casual knowledge,
or prior contact.

P acts.

Subtly communicating Té,;éeer;e;ergg tt)heehavior
A o) 4
his or her expectancy

to the target.

P interprets the

target’s response. T responds.

— — — | Ignoring his or her Usually in a reciprocal
role in producing fashion, meeting kind-
it; support for the ness with kindness,
expectancy is likely hostility with hostility.

to be perceived.
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Then, in an important second step, the perceiver acts, usually in a fashion
that is in accord with his or her expectations. Indeed, it may be hard for the
perceiver to avoid subtly communicating what he or she really thinks about
the target. People with favorable expectations, for instance, interact longer and
more often with their targets, sharing more eye contact, sitting closer, smiling
more, asking more questions, and encouraging more responses than do per-
ceivers who have less positive expectations (Rosenthal, 2006).

The recipient of the perceiver’s behavior is likely to notice all of this, and
the target’s interpretation will influence his or her response (Stukas & Snyder,
2002). In most cases, however, when the target responds in the fourth step, it
will be in a manner that is similar to the perceiver’s behavior toward him or
her. Enthusiasm is usually met with interest (Snyder et al., 1977), hostility with
counterattacks (Snyder & Swann, 1978a), and flirtatiousness with allurement
(Ridge & Reber, 2002). Thus, the perceiver usually elicits from the target the
behavior he or she expected, and that may be nothing like the way the target
would have behaved if the perceiver hadn’t expected it.

But such is the nature of a self-fulfilling prophecy that, as the perceiver
interprets the target’s response, the perceiver is unlikely to recognize the role that
he or she played in producing it (McNulty & Karney, 2002). The actor/observer
effect will lead the perceiver to attribute the target’s behavior to the target’s
personality or mood. And after all, the perceiver found in the target the behav-
ior he or she expected; what better evidence is there that the perceiver’s expec-
tations were correct? (This is another reason that we tend to be overconfident in
our judgments of others; when we make our false expectations come true, we
never realize that we were ever wrong!)

Here, then, is another fundamental reason that our perceptions of others
are so influential. They not only influence our interpretations of the informa-
tion we gain, they also guide our behavior toward others. We often get what
we expect from others, and that is sometimes behavior that would not have
occurred without our prompting—but we’re rarely aware of how our expecta-
tions have created their own realities.

Mark Snyder and his colleagues (1977) provided an elegant example of
this when they led men at the University of Minnesota to believe that they
were chatting on the phone with women who were either very attractive or
quite unattractive. The experimenters gave each man a fake photograph of the
woman with whom he’d be getting acquainted and then recorded the ensuing
conversations to see what happened. Men who thought they’d be talking to
gorgeous women had higher expectations than those who anticipated a con-
versation with a plain partner, and they were much more eager and interested
when the interactions began; listeners rated them as more sociable, warm, out-
going, and bold. The men’s (often erroneous) judgments of the women were
clearly reflected in their behavior toward them. How did the women respond
to such treatment? They had no knowledge of having been labeled as gorgeous
or homely, but they did know that they were talking to a man who sounded
either enthusiastic or aloof. As a result, the men got what they expected: The
women who were presumed to be attractive really did sound more alluring,
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reacting to their obviously interested partners with warmth and appeal of their
own. By comparison, the women who talked with relatively detached men
who thought they were unattractive sounded pretty drab. In both cases, the
men elicited from the women the behavior they expected whether or not their
expectations were accurate.

Because they guide our actions toward others, our expectations are not
inert. Another fascinating example of this was obtained when researchers
sent people to chat with strangers after leading them to expect that the strang-
ers would probably either like or dislike them (Curtis & Miller, 1986). Par-
ticipants in the study were told that, to study different types of interactions,
the researchers had given a stranger bogus advance information about them,
and they could anticipate either a friendly or an unfriendly reaction from the
stranger when they met. In truth, however, none of the strangers had been told
anything at all about the participants, and the false expectations that the inter-
action would go well or poorly existed only in the minds of the participants
themselves. (Imagine yourself in this intriguing position: You think someone
you're about to meet already likes or dislikes you, but the other person really
doesn’t know anything about you at all.) What happened? People got what
they expected. Expecting to be liked, people greeted others in an engaging,
open, positive way—they behaved in a likable manner—and really were liked
by the strangers they met. However, those who expected to be disliked were
cautious and defensive and were much less forthcoming, and they actually got
their partners to dislike them. Once again, false expectations created their own
behavioral reality—and positive expectations were beneficial and advanta-
geous, but negative expectations were not.

Indeed, over time, people who chronically hold different sorts of
expectations about others may create different sorts of social worlds for
themselves (Stinson et al., 2009). For instance, Geraldine Downey and her
colleagues have demonstrated that people who tend to worry about rejec-
tion from others often behave in ways that make such rejection more likely
(Romero-Canyas et al., 2009). People who are high in rejection sensitivity tend
to anxiously perceive snubs from others when none are intended. Then they
overreact, fearfully displaying more hostility and defensiveness than others
would (Romero-Canyas et al., 2010). Their behavior is obnoxious, and as a
result, both they and their partners tend to be dissatisfied with their close
relationships.

The flip side of rejection sensitivity may be optimism, the tendency to expect
good things to happen. People who are chronically optimistic enjoy more sat-
isfying close relationships than do those who are less hopeful because their
positive expectations have beneficial effects on their partnerships (Carver &
Scheier, 2009). They perceive their partners to be more supportive than pes-
simists do (Srivastava et al., 2006), and they report that they’re able to solve
problems with their partners cooperatively and creatively and well (Assad
et al., 2007). Their expectations that they can resolve their difficulties evidently
lead them to address any problems with hopeful confidence and energy that
actually do make the problems more manageable.
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Altogether, then, our perceptions of our partners, the attributions we
make, and the beliefs and expectations we bring to our relationships can exert a
powerful influence on the events that follow. Our judgments of each other mat-
ter. And those of us who expect others to be trustworthy, generous, and loving
may find that others actually are good to us more often than those with more
pessimistic perspectives find others being kind to them.

Nonconscious Social Cognition

If you stop and think, you'll probably
recognize most of the elements of social
cognition we’ve discussed so far. Some
attributions, beliefs, and expectations
may be habitual, operating almost auto-
matically without any deliberation or
contemplation. But they are still con-
scious processes; if we turn our atten-
tion to them, we can identify them, and
we know they’re at work.

Our close relationships can have
some effects on us, however, of which
we are completely unaware. We can
learn lessons from our intimate connec-
tions to others that influence our actions
later on in ways that we never notice
(Chen et al., 2013).

For instance, particular relation-
ships with others are sometimes charac-
terized by recurring themes. Your father,
for example, may have constantly urged
you to get good grades in school. Now,
if something subtly reminds you of
your father—and you like him—you
may persevere longer at a difficult task
than you would have had you not been
reminded of him (Fitzsimons & Finkel,
2010). You may act as if your father were
standing behind you, urging you on. On
the other hand, if you didn’t like your
father and you're reminded of him,
you may do something that he would
not have wanted you to do (Chartrand
et al., 2007). What makes these patterns
provocative is that the “reminder” can
be his name flashed in front of your eyes
so quickly that you cannot be sure what

you saw (Shah, 2003). In such a case,
you may have no conscious thought
of your Dad and may not realize that
you’ve been subliminally reminded of
him, but your past experiences with
him may nevertheless guide your pres-
ent behavior.

In addition, we unwittingly but
routinely import old experiences into
our new relationships. If new acquain-
tances resemble others who treated us
badly in the past, we may unintention-
ally behave more coolly toward the
newcomers without realizing it. Those
actions may elicit less friendly reactions
from them, and we may begin to cre-
ate new unpleasant relationships that
resemble our unhappy past experiences
without our past partners ever com-
ing consciously to mind (Berenson &
Andersen, 2006).

Happily, nonconscious influences
can work for us, too. If a new acquain-
tance resembles someone with whom
you shared good times, your interac-
tions may get off to an especially good
start. Although you may not consciously
be reminded of your prior partner, you
may, without meaning to, be particularly
warm and sociable (Chen et al., 2013).

Thus, we’re not aware of all the
ways that the baggage we bring to new
partnerships can influence our out-
comes. Some encounters with others
can trigger nonconscious tendencies
learned in past relationships that we do
not even realize exist.
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Self-Perceptions

A last example of the power of our perceptions lies in the judgments we
form of ourselves. Our discussion of self-esteem in chapter 1 noted that our
self-evaluations are potent influences on our interactions. But self-esteem is
just one part of our broader self-concepts, which encompass all of the beliefs
and feelings we have about ourselves. Our self-concepts include a wide array
of self-knowledge along with our self-esteem, and all the components of the
self-concept are intimately tied to our relationships with others.

During social interaction, our self-concepts try to fulfill two different func-
tions (Swann & Buhrmester, 2012). On the one hand, people seek feedback from
others that will enhance their self-concepts and allow them to think of them-
selves as desirable, attractive, competent people. We like to hear good things
about ourselves, and we try to associate with others who will help us support
positive self-images.

On the other hand, because it’s unsettling to encounter information that
contradicts our beliefs, we also want feedback that sustains our existing
self-concepts. For better or worse, our self-concepts play vital roles in orga-
nizing our views of the world; they make life predictable and support coher-
ent expectations about what each day will bring. Without a stable, steady
self-concept, social life would be a confusing, chaotic jumble, and being
constantly confronted with information that contradicts our self-images
would be unnerving. For that reason, people are also comforted by feedback
from others that is consistent with what they already think about themselves
and that verifies their existing self-concepts (Ayduk et al., 2013), and this is
true around the world (Seih et al., 2013).

These two motives, self-enhancement—the desire for positive, compli-
mentary feedback—and self-verification—the desire for feedback that is con-
sistent with one’s existing self-concept—go hand-in-hand for people who like
themselves and who have positive self-concepts. When such people associate
with others who compliment and praise them, they receive feedback that is
simultaneously self-enhancing and self-verifying. But life is more complex
for people who genuinely consider themselves to be unskilled and unlovable.
Positive evaluations from others make them feel good but threaten their nega-
tive self-images; negative feedback and criticism affirm their self-concepts but
feel bad.

How do both motives coexist in people with negative self-concepts? One
answer is that people with poor self-concepts like global praise that suggests
that their partners are happy with them, but they prefer self-verifying feed-
back about their specific faults (Neff & Karney, 2005). Partners who accurately
recognize your deficiencies but who like you anyway appear to satisfy both
motives (Lackenbauer et al., 2010). Self-enhancement also appears to be a
more automatic, relatively nonconscious response that is primarily emotional
whereas self-verification emerges from deliberate and conscious cognition.
What this means is that people with poor self-concepts like praise and compli-
ments from others, but once they get a chance to think about them, they don't
believe or trust such feedback (Swann et al., 1990).
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Okay, so what? The relevance of these phenomena to the study of rela-
tionships lies in the fact that if people are choosing relationship partners care-
fully, they’ll seek intimate partners who support their existing self-concepts, good
or bad (Swann & Buhrmester, 2012). Here’s an example: Imagine that after a
semester of sharing a double room in a college dorm, you're asked if you want
to change roommates. You have a positive self-concept, and your roommate
likes you and tells you so. Do you want to leave? Probably not. But if your
roommate disliked you and constantly disparaged you, you’'d probably want
out. You'd not want to live with someone who disagreed with you about who
you are because it would be wearying and unpleasant to have to face such a
contrary point of view all the time.

Now imagine that you have a lousy self-concept and you're paired with
a roommate who constantly tells you that there’s no reason to doubt yourself.
Such encouragement feels great, and you want more, right? Wrong. The motive
to protect and maintain our existing self-concepts is so strong that people with
negative self-concepts want to escape roommates who perceive them positively;
they’d rather have roommates who dislike them (Swann & Pelham, 2002). Such
disapproval is unpleasant, but at least it reassures the recipients that the world
is a predictable place.

Things get more complicated in romantic relationships. When people
choose dating partners, self-enhancement is preeminent; everybody seeks
partners who like and accept them. Thus, even people with poor self-concepts
pursue casual partners who provide positive feedback. However, in more inter-
dependent, committed relationships such as marriages, self-verification rises to
the fore—a phenomenon called the marriage shift—and people want feedback
that supports their self-concepts (Swann et al., 1994). (See Figure 4.5.) If people
with negative self-images find themselves married to spouses who praise and
appreciate them, they’ll gradually find ways to avoid their spouses as much
as possible:

Imagine a man who receives what he construes to be undeserved praise
from his wife. Although such praise may make him feel optimistic and
happy at first, the positive glow will recede if he concludes that his wife
could not possibly believe what she said. . . . [or] he may decide that she is a
fool. In either case, overly favorable evaluations from someone who knows
one well may foster a sense of uneasiness, inauthenticity, and distrust of
the person who delivered them. (Swann, 1996, p. 118)

On the other hand, if their spouses belittle them, people with negative self-
concepts will stay close at hand. (And of course, it’s the other way around for
those who have positive self-concepts.)

Overall, then, our self-concepts help direct our choices of intimate part-
ners. Approval and acceptance from others is always pleasant, but in meaning-
tul relationships over the long haul, people prefer reactions from others that
confirm what they think of themselves. And that means that although most
of us will be most content with spouses who uplift us, people with negative
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Source: Swann et al., 1994.

FIGURE 4.5. The marriage shift in self-verification.

Self-enhancement is obvious in dating partnerships: We feel closer to dating partners
who approve of us than to those who think we’re flawed. But once people marry, self-
verification rises to the fore. People with negative self-concepts actually feel closer to
spouses who don’t approve of them than to those who do. Beware of the marriage shift
if your current romantic partner has low self-esteem.

self-concepts will not; they feel better understood by, and closer to, partners
who verify their low opinions of themselves (Letzring & Noftle, 2010).

IMPRESSION MANAGEMENT

Others’ impressions of us are obviously very important. And because they are, we
often try to control the information that others receive about us. We sometimes try
to make deliberate impressions on others, choosing our actions, our words, our
apparel, our settings, and even our associates carefully to present a certain pub-
lic image. On other occasions, when we’re not consciously pursuing a particular
impression, we often fall into habitual patterns of behavior that portray us in ways
that have elicited desirable responses from others in the past (Schlenker, 2012).

30f course, self-concepts can change, and the ease with which they do depends on the certainty
with which they are held. The good news is that if you suspect you're a nincompoop but aren’t
really sure, positive feedback from an adoring lover may change your self-image as you enjoy, and
come to believe, what your partner says (Stinson et al., 2010). The bad news is that if you're quite
sure you're unworthy, you'll feel more at home around those who know you well enough to take
you as you are—that is, those who agree that you're unworthy.
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Narcissism and Relationships

A negative self-concept can evidently
have an adverse impact on one’s
relationships, but an overly positive
self-concept can be problematic, too.
Narcissists possess highly inflated,
unrealistic perceptions of their talents,
desirability, and self-worth. Their self-
perceptions are grandiose (Foster &
Twenge, 2011), and they’re prone to
strong self-serving biases (Stucke, 2003);
if things go well, they want all the credit,
but if things go wrong, they will accept
none of the blame. They’re touchy, too;
their excessive pride leads them to over-
react to imagined slights from others,
and they’re always alert for any hint
of disrespect (McCullough et al., 2003).
Being full of themselves, they feel cru-
elly wronged when they judge that peo-
ple are disrespectful or uncaring, so they
react more angrily and aggressively
than others would (Brunell et al., 2011).

When they enter close relation-
ships, narcissists are chronically less

committed to their romantic partners
than others are. Their arrogant sense of
entitlement leads them to stay on the
prowl, looking for more desirable part-
ners than the ones they have (Campbell
& Foster, 2002). They work less hard to
please their current partners and con-
stantly think they deserve “better.”

Narcissists obviously make rather
poor partners, but it is sometimes sur-
prisingly hard for all the rest of us to
see that at first (Back et al., 2010). They
dress really well (Holtzman & Strube,
2013), and early on, their self-assurance
can be appealing (Dufner et al., 2013),
and it often takes time to realize how
selfish and exploitative and touchy they
really are. Thus, narcissism often takes
the form of a “fatal attraction”; it may
be attractive at first but deadly in the
long run (Foster & Twenge, 2011), and it
presents a challenge to us to be as astute
in our judgments of potential partners
as we can possibly be.

So, whether or not we're thinking about it, we're often engaging in impression
management, trying to influence the impressions of us that others form.

This is a significant idea for at least two reasons. First, nearly anything we
do in the presence of others may be strategically regulated in the service of
impression management. Women eat less on a date with an attractive man than
they would have eaten had they been out with their girlfriends (Robillard &
Jarry, 2007). Men take greater risks (and incur more sensational crashes) on
their skateboards (Ronay & von Hippel, 2010), pretend to be unaffected by hor-
ror films (Dosmukhambetova & Manstead, 2012), and display flashier luxury
goods* (Sundie et al., 2011) when they want to impress women. Both sexes
drink more when the other sex is present (O’Grady et al., 2012). During sex,
women cry out in exaggerated pleasure (Brewer & Hendrie, 2011), and both
sexes will occasionally fake orgasms (about one-fourth of the men and two-
thirds of the women in a Kansas sample had done so) (Muehlenhard & Shippee,
2010). Indeed, any public behavior may communicate meaningful information
about us to others. The e-mail addresses we select (Back et al., 2008b), the

“One does not buy a $450,000 Porsche Carrera GT with only two seats, a tiny trunk, and lousy gas
mileage for transportation alone.
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Second Life avatars we build (Bélisle et al., 2008), and, of course, the Facebook
profiles we construct (check out the box on the next page) all allow strangers to
gauge some of our personality traits surprisingly well.

A second reason that impression management matters is that it is a perva-
sive influence on social life. Others’ evaluations of us are eventful, and when
we are in the presence of others, we are rarely unconcerned about what they
may be thinking of us (Miller, 1996). By provid-
ing a means with which we can influence others” A Point to Ponder
judgments, impression management increases our
chances of accomplishing our interpersonal objec-
tivgs. And there’s rarely anything dishonest- going it e e s
on; impression management is seldom deceitful or  , years old, when she was
duplicitous. Yes, people fake orgasms, and women 10 pounds lighter. Is her
misrepresent their weight, and men their height, in  choice of images disrepu-
their online profiles (Hitsch et al., 2010), but most  table duplicity or a savvy
impression management involves revealing, per- strategy?
haps in a selective fashion, one’s real attributes to
others (Schlenker, 2012). By announcing some of their attitudes but not men-
tioning others, for example, people may appear to have something in common
with almost anyone they meet; this simple tactic of impression management
facilitates graceful and rewarding social interaction and does not involve
untruthfulness at all. Because others reject frauds and cheats, people seldom
pretend to be things they are not.

You realize that a friend
has posted pictures on

Strategies of Impression Management

Nevertheless, because most of us have diverse interests and talents, we can
honestly attempt to create many distinct impressions, and we may seek differ-
ent images in different situations. Indeed, people routinely use four different
broad strategies of impression management (Jones & Pittman, 1982). We use
ingratiation when we seek acceptance and liking from others; we do favors,
pay compliments, mention areas of agreement, describe ourselves in desir-
able ways, and are generally charming to get others to like us. Ingratiation is
a common form of impression management with romantic partners (Nezlek
et al., 2007), and as long as such efforts are not transparently manipulative or
obviously insincere (Tenney & Spellman, 2011), they usually do elicit favorable
reactions from others (Proost et al., 2010).

On other occasions, when we wish our abilities to be recognized and
respected by others, we may engage in self-promotion, recounting our a