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Why Teach with
Psychological Science?

OUR BOOK COMBINES THE TRADITIONS OF PSYCHOLOGY WITH A CON-
TEMPORARY PERSPECTIVE Since the first edition of Psychological Science, our
primary goal has been to provide students with a readable book that captures the
excitement of contemporary research yet respects the rich tradition of scientific
research accumulated by the field. Instead of an encyclopedic and homogenized
compendium that dutifully covers worn themes and tired topics, we wanted a fresh
approach that emphasizes what psychologists have learned about mind, brain, and
behavior.

In planning this fifth edition, we conducted focus sessions of adopters, advisors,
and potential users. Countless colleagues provided excellent advice about what was
most important to them in introductory psychology courses and what they believed
was of greatest value to students. Most instructors wanted a textbook that focused
on material that students really needed to know at the introductory level—one not
burdened with unnecessary details. Instructors especially wanted a book that reflects
the current state of the field and showcases vibrant research.

In subsequently revising the book, we kept students foremost in mind. Students
should be focusing on the concepts, not struggling to read the text. We worked hard
to hit the right level of detail while keeping the material relevant and interesting. We
maintained the integrity of content while making the explanations even clearer. We
cut unnecessary terms, examples, and digressions, shortening some chapters by as
much as 10 percent. We reworked complex sentences and reorganized material to
maximize student understanding. We revised even the shortest sentences to increase
their friendliness. In addition, we further enhanced the already strong relationship
between the art and the narrative to help students form lasting associations. Thanks
to the teamwork of advisors, authors, and editors, the fifth edition of Psychological
Science is our most relevant, engaging, and accessible version yet.

OUR BOOK CROSSES LEVELS OF ANALYSIS AND BRINGS STUDENTS
THE LATEST SCIENCE Although Mike Gazzaniga came to the book with a strong
background in cognitive neuroscience and Todd Heatherton in social and person-
ality psychology, our early goal was to feature cutting-edge research that crossed
levels of analysis, from cultural and social contexts to genes and neurons. To really
understand basic cognitive and perceptual processes, students need to appreciate
that social contexts shape what people think about and how they perceive the world
around them. Moreover, important differences in personality mean that people have
unique interactions with those social environments. Research that crosses levels of
analysis has provided new insights into many psychological constructs. For instance,
many psychological disorders previously viewed as distinct—such as schizophrenia,
bipolar disorder, and autism spectrum disorder—share common underlying genetic
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mutations. These disorders may share other similarities that have not previously been
considered. Such findings have implications for treatment and help explain why atypi-
cal antipsychotics are now the most widely prescribed medication for bipolar disorder.

Our focus on contemporary research extends well beyond brain science to include
new thinking in other subfields, such as social, personality, and development. Our goal
in each edition has been to highlight how recent research is providing new insights
into the brain, behavior, and psychological disorders. Students need to learn about
these new approaches to keep up with the rapid advances across psychology. An
introductory course needs to show students the questions contemporary psycholo-
gists are addressing and help them understand the choice of methods used to answer
those questions.

Since our fourth edition, psychologists have engaged in a tremendous amount of
exciting research. For example, researchers across many subfields of psychology have
emphasized epigenetic processes in understanding how environmental conditions
can have long-term repercussions by affecting gene expression. Neuroscientists have
developed new methods for studying the working brain, such as the use of optoge-
netic methods to activate neurons, thereby allowing researchers to test causal models
of brain function. On other fronts, personality psychologists have identified the life
circumstances that reliably produce changes in personality, and social psychologists
have made advances in understanding the subtle vagaries of modern racism along
with successful strategies to counteract it. There have also been dramatic advances
in identifying the causes of psychopathologies and continued refinements in psycho-
logical treatments to help those who have them. Recent studies have also provided
information that is especially pertinent for students, such as how multitasking can
lead to all sorts of problems, from the classroom to the highway. We have been ener-
gized to learn about advances such as these across all areas of psychological science
and are delighted to share them with our colleagues and students. About 10 percent of
our total citations are from articles published in 2013 or 2014.

STUDENTS WILL LEARN THE IMPORTANCE OF PSYCHOLOGICAL REA-
SONING Since our first edition, educators have increasingly emphasized the value
of critical thinking and the need for introductory textbooks to foster it. Diane Halpern
has been at the forefront of this movement and brings to our book her decades of
research on best practices for teaching critical thinking skills. We continue to empha-
size critical thinking at both conceptual and practical levels, with extensive discus-
sions in the first two chapters that provide examples of the importance of critical
thinking for understanding psychological phenomena and psychological research.
Indeed, Chapter 2, “Research Methodology,” is organized around the importance of
critical thinking and reasoning regarding the scientific method.

Students often have difficulties with critical thinking. Why are critical thinking
and reasoning so difficult? Psychological science is uniquely positioned to help answer
this question because psychologists have studied the situations and contexts that
tend to befuddle otherwise intelligent people and lead them to erroneous beliefs and
conclusions. In this edition, we introduce a new theme in Chapter 1 that focuses on
psychological reasoning—that is, using psychological research to examine how people
typically think, to understand when and why they are likely to draw incorrect conclu-
sions. Psychologists have identified several fundamental errors and biases that perme-
ate human thinking, such as confirmation biases, illusory correlations, framing effects,
post-hoc explanations, self-serving biases, the misunderstanding of base rates and
statistical relationships, and problems associated with heuristic processing. In each
chapter, a new feature, “What to Believe? Using Psychological Reasoning,” highlights
one clear example of how typical human thinking can lead people astray. For example,
Chapter 14 tackles the difficult topic of the claimed link between vaccines and autism.



We walk students through the thought processes that lead people to perceive relation-
ships that do not actually exist and then through the confirmation biases that sustain
these false perceptions. This feature also discusses practical consequences of faulty
psychological reasoning—for example, the global increase in infectious diseases, such
as measles, due to the decline in vaccination rates.

Teaching students how to understand psychological reasoning contributes an
important weapon to their critical thinking and reasoning arsenal. This understand-
ing builds on standard critical thinking skills, such as being skeptical, but it also
provides practical rules for seeing when people are likely to believe things that simply
are not true.

THE CONTENT REFLECTS OUR GLOBAL, MULTICULTURAL SOCIETY Each
revision of Psychological Science reflects a concerted effort to represent the world in
its diversity. The evidence indicates that this effort has succeeded. A research team
led by Sheila Kennison at Oklahoma State University examined 31 major psychology
textbooks for their coverage of diversity. The team presented its findings at several
meetings, including the 56th Meeting of the Southwestern Psychological Association
(Tran, Curtis, Bradley, & Kennison, April 2010). We were pleased to see that Psycho-
logical Science had the greatest representation of diversity among all books. Our book
had more than twice the average of the other 30 books. Indeed, most of the books that
ours is often compared with (mid-range, science-focused) had less than one-third of
our book’s coverage of diversity. In the fifth edition, we have sought to increase cover-
age of many groups relatively neglected in psychological texts, including Latinos
(Hispanic Americans), those who are transgendered, and those who face socioeco-
nomic challenges, such as living in poverty.

Psychological Science also emphasizes the global nature of our field. It is unfor-
tunate that many psychology textbooks focus almost completely on research from
North America, because a tremendous amount of exciting psychological research
takes place around the world. Students should learn about the best psychological
science, and our goal has been to present the best psychological research, no matter
where it originates. In the fifth edition, each chapter includes new important findings
from many countries. For example, we discuss the fascinating work of researchers
in Belgium and England who have been able to communicate with people in comas.
We consider work from Israel demonstrating epigenetic processes whereby stress is
passed along to future generations. We describe Dutch research showing reductions
in brain volume over time for those with schizophrenia. We discuss theories of dehu-
manization developed by researchers in Australia. The fifth edition includes research
from 26 countries outside of North America describing more than 200 global studies
conducted during the past decade. Becoming aware of research from outside North
America will not only help students learn more about psychology, it will also bring
them new perspectives, encouraging a sense of themselves as global citizens.

NOTABLE CHANGES IN THE FIFTH EDITION We are grateful to the many
instructors who have used our book in previous editions. Your suggestions for
improving material, your compliments for the sections you especially like, and your
support for the overall vision of our book has guided our revisions for this edition.
As a result, we have adjusted the order of the chapters, the internal organization of
some chapters, and which material is presented in which chapters. For instance, we
followed the advice of many users who asked that the split-brain material be moved
from the consciousness chapter to the chapter discussing brain mechanisms. In addi-
tion, many of the chapters have brand-new opening vignettes designed to appeal to
students. These changes are sure to please new adopters as well. Here are the major
changes in this edition:

PREFACE
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Chapter 1, “The Science of Psychology,” has increased emphasis on critical thinking
and a new section on psychological reasoning. We introduce our new feature, “What
to Believe? Using Psychological Reasoning.”

Chapter 2, “Research Methodology,” has been extensively reorganized and provides a
clearer roadmap for how psychologists conduct research. To emphasize the relevance
of research methods, the use and misuse of cell phones, especially while driving, is the
research example throughout.

Chapter 3, “Biology and Behavior,” now contains information on split-brain patients
as well as new material on epigenetics and optogenetic methods.

Chapter 4, “Consciousness,” has been moved earlier in the book because of the natu-
ral bridge from brain processes discussed in the previous chapter. Coverage of atten-
tion is now presented in this chapter because we believe it is best framed in terms
of conscious awareness. The dangers of multitasking are highlighted. The section
on drugs has been completely reorganized and includes more-extensive coverage of
drugs that are more relevant to students (e.g., ecstasy).

Chapter 5, “Sensation and Perception,” has been reorganized so that sensation and
perception are considered together for each major sense, beginning with vision.

Chapter 6, “Learning,” has an increased emphasis on prediction (and predic-
tion error) as the basis of learning. This contemporary approach has reinvigorated
research on how animals learn. The biological basis of learning has been integrated
rather than presented as a stand-alone section at the end of the chapter.

Chapter 7, “Memory,” has been modestly reorganized, with coverage of the biologi-
cal basis of memory moved earlier in the chapter. This section also covers fascinating
recent research on the epigenetics of memory.

Chapter 8, “Thinking, Language, and Intelligence,” now incorporates an expanded
discussion of language. The section on thinking has been streamlined to focus on
concepts that are most important to students.

Chapter 9, “Human Development,” has been reorganized so that it better integrates
biological development within the life span perspective. Each stage of development
is now presented in a more unitary fashion. There is an expanded discussion of the
influence of gender and culture on identity formation.

Chapter 10, “Emotion and Motivation,” describes new research on the physiological
basis of emotion. The emotions section has been reorganized for clarity.

Chapter 11, “Health and Well-Being,” is completely reorganized, beginning with a
section on what affects health. It also has an increased emphasis on health dispari-
ties. The stress section contains new research on epigenetics of stress.

Chapter 12, “Social Psychology,” is completely reorganized and now begins with group
processes and social identity theory. New material includes an expanded discussion
of the biological basis of aggression, select findings from social neuroscience, and an
expanded discussion of modern prejudice and ways to counteract intergroup hostility.

Chapter 13, “Personality,” is also completely reorganized and begins by considering
where personality comes from. There is also new coverage of how life events and situ-
ations can alter personality traits.

Chapter 14, “Psychological Disorders,” has been updated to reflect DSM-5. New ways
of conceptualizing psychopathology are considered, such as the idea that a general
factor is constant across most psychopathology. We discuss groundbreaking research



that suggests schizophrenia, bipolar disorder, and autism spectrum disorder share
underlying causes.

Chapter 15, “Treatment of Psychological Disorders,” has been updated to describe the
most effective treatments for the various disorders, such as the use of atypical anti-
psychotic medications for bipolar disorder.

OUR BOOK MEETS THE APA GUIDELINES In 2013, the American Psychologi-
cal Association updated their guidelines for the undergraduate major in psychology.
Asthe course that introduces students to psychology, introductory psychology should
provide a solid foundation for helping departments satisfy those guidelines. The APA
task force includes the content goal of establishing a firm knowledge base in the field,
along with four skill-based goals that are valuable for psychology majors. Our text-
book provides a strong foundation for satisfying the guidelines. On pp. xxi-xxvii, we
have collated the book’s content with the guidelines. Here is a summary of how our
book achieves the major goals of the APA guidelines:

1. Knowledge Base in Psychology

Ourbookreflects abalance between the classic studies, concepts, and principles that
define the field and the latest science that builds upon the rich history of the field.
For instance, although there are few strict behaviorists today, students still need to
understand the processes of classical and operant conditioning. They need to know
about studies conducted in the 1950s and 1960s showing that people derogate group
members who do not conform and the situations under which people are obedient
to authorities. We are proud of the research heritage across all subfields of psychol-
ogy and believe students need to have this foundational knowledge. Yet students
today will need to understand the approaches used by contemporary psychologi-
cal researchers (e.g., optogenetic and gene knock-out methods, implicit measures
of social attitudes, brain imaging methods that decode mental activity) in order to
keep up with the field. We want students to understand that psychology is a vibrant
science, with new discoveries about the mind, brain, and behavior building on known
principles and establishing the future foundations of psychological science.

2. Scientific Inquiry and Critical Thinking

Ourbookdevotes considerable coverage to critical thinking and research methods.
Our new feature, “What to Believe? Using Psychological Reasoning,” encourages
students to use psychological concepts to recognize flaws in peoples’ explana-
tions and to describe common fallacies in thinking that lead people to erroneous
conclusions. These skills will be especially valuable for assessing popular media
reports of psychological findings. Several of our features are designed to make
students better consumers of psychological research. For example, students learn
to question media reports on there being “left brain” and “right brain” learners as
well as media reports on the benefits of playing Mozart to young infants.

3. Ethical and Social Responsibility in a Diverse World

An independent analysis found our book to have the most diverse coverage of any
textbook in psychology, and the fifth edition has further increased the presenta-
tion of diversity. Moreover, online support materials for our book include a series
of “On Ethics” essays. Mike Gazzaniga’s book The Ethical Brain raised many ques-
tions that society needs to consider as we gain knowledge of how the mind works.
To accompany Psychological Science, Mike has written essays that invite students
to consider ethical dilemmas stemming from advances in psychological research.

PREFACE
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4. Communication

Chapter 2 of our textbook describes the various steps psychologists take to
communicate their findings with other scientists and with the general public.
Several of our “What to Believe? Using Psychological Reasoning” features
discuss how, because the popular press can distort scientific findings, students
need to spot misunderstandings in communication. Our “Scientific Thinking”
illustrations, designed to be similar to academic poster presentations, carefully
and consistently lead students through the steps of some of the most interest-
ing experiments and studies in psychological science. In the chapter on sensa-
tion and perception, “How We” figures help students understand the complex
processes involved in the five senses.

5. Professional Development

We hope that our textbook inspires students to major in psychology or even to
consider joining us by becoming psychologists. Our book covers many aspects of
the profession, including where psychologists work; the contributions they make
to understanding the mind, brain, and behavior; and how they identify and treat
psychological disorders. Our book is also valuable for students who may take only
one psychology course and will need to apply what they learn to whatever career
they choose, whether it be teaching, medicine, business, social services, or politics.
Returning from the fourth edition, the “Using Psychology in Your Life” features
help students apply what they learn to their personal lives. One per chapter, these
applications address the question of what students might immediately do with the
information they learn. Topics include how an understanding of psychology can
help in one’s career, the relationship between sleep and study habits, and the bene-
fits of participating in psychological research.

OUR BOOK WILL PREPARE STUDENTS FOR THE MCAT Psychology has
become a popular major for premed students. Beginning in the 1980s, medical schools
recognized that contemporary physicians need a holistic understanding of their
patients, including their lifestyles, ways of thinking, and cultural values. As students
will learn in our “Health and Well-Being” chapter, the vast majority of modern health
problems are related to peoples’ behavioral choices. Psychological factors influence
how people think about and react to the world, and sociocultural influences influence
behavior and behavioral change. In short, cognition and self-perception profoundly
affect health.

In 2015, reflecting this new understanding, the Medical College Admissions Test
(MCAT) began including a section that examines psychological, social, and biologi-
cal foundations of behavior, along with a new section on critical analysis and reason-
ing skills. As a result of revisions that focus attention on psychology, psychological
content now comprises nearly 25 percent of the MCAT score.

Available online is a comprehensive chart that links the specific MCAT material to be
covered with the relevant page numbers in Psychological Science. The 2015 MCAT exam-
ines 10 foundational concept and content categories. Three of these categories, Concepts
6-8, are directly relevant to psychology. The material in these three sections is thoroughly
covered in our textbook, including some of the latest science reflected in the MCAT:

1. Concept6

This section considers foundational information about the ways in which percep-
tion and cognition influence health and illness. It covers how people detect and
perceive sensory information (Chapter 5); how they attend, think, and remember
and use language to communicate (Chapters 4, 6, 7, and 8); and how they process



and experience emotions and stress (Chapters 10 and 11). Specific topics in this
section that are featured in our book include consciousness, cortical processing of
sensory information, long-term potentiation, neural plasticity, prefrontal control
and involvement in emotion, physiological signatures of emotion, and the effect of
stress and emotion on memory.

2. Concept 7

This section focuses on how behaviors are produced. It covers individual
influences on behavior, including biological factors such as genes and the
nervous system (Chapter 3), personality (Chapter 13), psychological disorders
(Chapters 14 and 15), motivation (Chapter 10) and attitudes (Chapter 12). It
also includes social processes that influence behavior, such as cultural influ-
ences (Chapters 1 and 12) and socialization, group processes, and the influence of
others (Chapter 12). Learning (Chapter 6) and theories of attitudinal and behav-
ioral change (Chapter 12) are covered. In addition, much of our health psychology
discussion (Chapter 11) is highly relevant for this section.

3. Concept 8

This section focuses on how we think about ourselves and how that thinking influ-
ences health. It includes a study of self and identity formation (Chapters 9 and 13)
and attitudes that affect social interactions (Chapter 12); attribution theory, preju-
dice and bias, and stereotypes and group relations (Chapter 12); processes related
to stereotype threat (Chapter 8); and how people help and hurt one another and the
nature of their social relationships (Chapter 12).

While Concepts 9 and 10 cover material primarily from sociology, students will
encounter relevant material in Psychological Science. For instance, our textbook
covers the effects of growing up in poverty on health, cognitive function, and language.
Also discussed are health disparities due to race and socioeconomic status, in addi-
tion to social inequalities due to race and gender and sexual orientation.

Finally, students using our textbook will be at a significant advantage for complet-
ing the section of the MCAT on critical analysis and reasoning skills. Through our
emphasis on critical thinking skills and psychological reasoning, students will learn
to evaluate arguments, appreciate ethical considerations, and recognize faulty
psychological reasoning.

STUDENTS WILL CARE ABOUT WHAT THEY LEARN IN OUR BOOK A major
goal of the fifth edition is encouraging students to care about our field. As engaged
readers, students will learn more deeply, understand themselves and others more
fully, and become better critical thinkers and decision makers. We have worked hard
to provide resources that will enhance learning because they are based on the science
of learning and the best practices for pedagogy. For example, the “What to Believe?
Using Psychological Reasoning” features will provide students with important tools
for applying psychological research to better understand themselves and others. The
“Using Psychology in Your Life” features will keep students engaged and thinking
about the material in terms of their personal lives. By making clear how psychological
concepts can have real-time usefulness, these applications provide additional moti-
vation for students to engage with the material.

This is an exciting time to work in psychological science, and we hope that our
excitement is contagious. This book is written for the many undergraduate and grad-
uate students we have the pleasure to interact with each day, with our respect for their
intelligence and our admiration for their inquisitiveness.

PREFACE
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Instructor Resources

Psychological Science offers instructors a full set of traditional and innovative tools designed to support a broad range of

course needs and teaching styles. This support features:

Test Bank

To help you build exams, all 2,500+ questions in the Test
Bank for Psychological Science have been carefully crafted
and thoroughly reviewed to ensure that they are as good as
the textbook they support. Features of the Fifth Edition Test
Bank include:

= extensive revisions to reflect the advice of subject-
matter experts and star teachers for each chapter;

= higher question quality across all chapters;

= improved question quantity, with each chapter
offering 160-200 multiple-choice questions;

= questions tagged by Bloom’s taxonomy level, APA
2.0 learning goal, chapter, section, and difficulty.

Video Resources

Psychological Science offers instructors a variety of original
videos as well as URLs to YouTube-type web-based videos
depicting psychological concepts in everyday life and in
popular culture. These URLs are usually accompanied by
advice for using them in lecture, including discussion ques-
tions about the videos.

There are also two types of original videos—Demonstra-
tion Videos and Conceptual Videos:

= Demonstration Videos show students enacting
25 important concepts in a classroom setting and
are offered in two formats: Student versions are
suitable for showing in class or online, whereas
instructor versions show you how to re-create the
demonstrations in your class.

“Brain Hemispheres" Demonstration Video for Chapter 2.

xxviii INSTRUCTOR RESOURCES

= Conceptual Videos feature 20 course concepts
that students traditionally struggle to understand.
Each concept is depicted in a real-life setting to help
students better understand the concept as well as to
see how it relates to their everyday world.

“Negative Reinforcement” Conceptual Video for Chapter 6.

PowerPoint® Sets

Create your lecture files to suit your specific course needs
using this rich variety of PPT slides, which support each
chapter of Psychological Science:

= Art PPTs provide every figure, photo, and table from
the textbook, optimized for projection in lecture halls
(in JPEGs as well as PPTSs).

= Lecture PPTs use outlines and key images from the
text to thoroughly summarize the book’s
presentation.

= Video PPTs include the original Demonstration
Videos and Conceptual Videos (described under
“Video Resources”) to help your students better
understand key course concepts.

= Supplemental Photo PPTs offer images depicting
course concepts not found in the book.

= Clicker Question PPTs and Active Learning PPTs
provide you with examples and ideas for in-class
participation activities.



" Interactive Instructor's Guide

An easy-to-use and versatile resource

Additional Teaching Resources

Using our Interactive Instructor’s Guide (IIG) website,
you can easily find and quickly download hundreds of teach-
ing tools created for Psychological Science. An invaluable
tool for novice and veteran instructors alike, the IIG offers
all of our Video Resources and PPT sets, as well as these
resources for each chapter:

= chapter outlines and summaries;

= classactivity ideas and handouts;

= lecture suggestions and discussion questions;

= ideas for using Norton’s ZAPS online
psychology labs in your course.

Coursepack Digital Content

Norton Coursepacks work with your existing Learning
Management System to add rich, book-specific digital mate-
rials to your course—at no cost to you or your students. The
Psychological Science expanded Coursepack includes:

= Pre-Lecture Quizzes, Chapter Quizzes, and Post-
Study Quizzes;

= Demonstration Videos and Conceptual Videos
(see “Video Resources”) with suggested activities and
questions;

= Guided Reading Activities to help students focus
on studying and reading the book;

= Activity Kits for the new “What to Believe?”
textbook feature, which include questions, videos,
and assignable quizzes.

'

ARE YOU SUPERSTITIOUS?

“Are You Superstitious?"” Video in the “What to Believe?" Activity Kit
for Chapter 6.

InQuizitive and ZAPS
Instructor Tools

Psychological Science offers two great student review tools:
InQuizitive, Norton’s new online formative, adaptive learn-
ing tool, and the fully revised ZAPS: The Norton Online
Psychology Labs. Both of these resources, fully described
inside the front cover of this book, offer special capabilities
that enable you to integrate them into your course.

INQUIZITIVE

InQuizitive helps your students learn by employing game-
like elements and delivering answer-specific feedback. It
is assignable and gradable, and—since all InQuizitive ques-
tions are assigned to section-level learning goals—gives you
insights into the areas where your students need more help
soyou can adjust your lectures and class time accordingly.

INQUIZITIVE instuctor@university.edu 2
Chapter 6. Learning

Class Activity Report Rl s e i |
= Show results for: ([T N e T
Cvevall e for 69 Fudeats who Save stated the activty: Histogram of Current Grades =
= Mran Questions Anrwered 383
* Moan Score 1296.7
«Mean Grade Han
«Mean Time Spans ©a2

e

Bt Lkt Subeminiion Gate

Class Activity Reports in InQuizitive allow you to quickly learn how
well your students are doing.

The Norton Online Psychology Labs

With ZAPS labs, your students interactively explore key
psychological concepts to gain a deeper understanding of
the concepts as well as of the scientific process. You can
choose from one to three ZAPS labs for each chapter in
Psychological Science. You will receive summaries of your
students’ performance for each lab assigned, so credit can
be given. You will also receive all the data your students
generate in ZAPS, which you can share with the class to help
them better understand the concepts. Instructor-only notes
and activity ideas for each ZAPS lab are offered through the
Psychological Science Interactive Instructor’s Guide.
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FIGURE 1.1

Digital Interaction

People stay wired to their digital
media, even in social situations.

The Science
of Psychology

THINK OF THE ADVANTAGES THAT DIGITAL MEDIA have brought to so
many lives over the past few decades. Thirty years aqgo, if you wanted to contact
someone far away, you most likely wrote a letter. Phoning could be expensive,
and email was largely unavailable. Now you might email, text, Skype, tweet, or
blog. Twenty years ago, if you wanted a piece of information that was not avail-
able in your home, you might have traveled to a library. Now you would prob-
ably go straight to the Internet.

Around the world, billions of people now spend much of their time interact-
ing through digital media (FIGURE 1.1). In fact, many people, especially young
people, feel panicky to be away from their 24/7 connection to the electronic
universe. When was the last time you willingly went a week without your
phone or computer? A day? Some of you probably cannot last more than
a few hours, or you become anxious when your instructor insists that cell
phones be turned off in the classroom.

el You might think, therefore, that our more frequent commu-

* . m nications with others would bring many benefits to our social

' lives. Early proponents of social media, such as the creators
of Facebook, envisioned a flatter world-that is, a world with
fewer obstacles between people. In their view, technology
would make us more connected and give us stronger social
ties. We would stay in touch with old friends while easily
making new ones. Our new friends would be people who



Learning
Objectives

= Define psychological science.

= Define critical thinking, and
describe what it means to be a
critical thinker.

= |dentify the eight major biases
in thinking, and explain why
these biases result in errors in
reasoning.

shared our interests, whether they lived on the next street or on some tiny
island thousands of miles away.

Facebook now has over a billion users. Many Facebook users visit the site
several times a day. None of these people are sad and lonely, right? All of
them have become happier through social media?

On the contrary, there is evidence that the more people use Facebook, the
less happy they are in their daily lives. In 2013, at the University of Michigan,
the psychologist Ethan Kross and his colleagues performed a study concerning
Facebook use. The researchers texted the study participants five times a day
for two weeks. In those texts, they asked the participants how much they had
used Facebook and how they were feeling. The researchers found that the more
the participants had used Facebook at one time they were asked, the worse
those people felt the next time they were asked. The more the participants used
Facebook over the full two weeks, the less satisfied they were with their lives. If
you are a Facebook member, would knowing these results make you quit? What
if you knew that most of the study participants were college students?

Before acting on this information, you have to react to it—emotionally,
mentally, or both. Your first reaction is probably to want to know more about
the study. You might want details about how the study was conducted. Or you
might wonder about the results. Why did the participants report feeling less
happy? Is it because people who are interacting on Facebook are interacting
less with others face to face? Is it because many people brag on Facebook, and
other people’'s accomplishments can make us feel inadequate? Is it because
many people look passively at Facebook without actively interacting with
other users? Maybe sad and lonely people spend more time on Facebook
because they have trouble making friends in real life. And how might the ages
of the participants have affected their happiness? You might even wonder
how the researchers measured “happiness.”

The researchers address many of these issues in their paper. They do so
because, like much research in psychology, this study raises questions that
we want answers for. To get good answers to questions, researchers need to
conduct good scientific studies and think carefully about the results. In other
words, they need to perform psychological science.

1.1 WhatIsPsychological
Science?

Psychology involves the study of mental activity and behavior. The term psychologist
is used broadly to describe someone whose career involves understanding mental
life or predicting behavior. We humans are intuitive psychologists. That is, we try to
understand and predict others’ behavior. For example, defensive drivers rely on their
intuitive sense of when other drivers are likely to make mistakes. People choose rela-
tionship partners they expect will best meet their emotional, sexual, and support
needs. People try to predict whether others are kind, are trustworthy, will make good
caretakers, will make good teachers, and so on. But people too often rely on appar-
ent common sense or their gut feelings. They cannot intuitively know if many of

CHAPTER 1 THE SCIENCE OF PSYCHOLOGY



the claims related to psychology are fact or fiction. For example,
will taking certain herbs increase memory? Will playing music
to newborns make them more intelligent? Does mental illness
result from too much or too little of a certain brain chemical?

The science of psychology is not simply about intuitions
or common sense. Psychological science is the study, through
research, of mind, brain, and behavior. But what exactly does each
of these terms mean, and how are they all related?

Mind refers to mental activity. Examples of the mind in action
include the perceptual experiences (sights, smells, tastes, sounds,
and touches) we have while interacting with the world. The mind
is also responsible for memories, thoughts, and feelings. Mental
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complex. Some occur exclusively in humans, such as debating
philosophy or performing surgery. Others occur in all animals,
such as eating, drinking, and mating. For many years, psycholo-
gists focused on behavior rather than on mental states. They did
solargely because they had few objective techniques for assessing
the mind. The advent of technology to observe the working brain in action has enabled
psychologists to study mental states and has led to a fuller understanding of human
behavior. Although psychologists make important contributions to understanding o

. i i . . . the news because the findings are
and treating mental disorders, most psychological science has little to do with thera- intriguing and relevant to people’s
peutic clichés such as couches and dreams. Instead, psychologists generally seek to lives.
understand mental activity (both normal and abnormal), the biological basis of that
activity, how people change as they grow older, how people vary in response to social
settings, and how people acquire healthy and unhealthy behaviors.
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FIGURE 1.2
Psychology in the News
Psychological research is often in

psychological science

The study, through research, of mind,
brain, and behavior.

Psychological Science Teaches
Critical Thinking

One of this textbook’s most important goals is to provide a basic, state-of-the-art
education about the methods of psychological science. Even if your only exposure to
psychology is through the introductory course for which Psychological Science is the
textbook, you will become psychologically literate. With a good understanding of the
field’s major issues, theories, and controversies, you will also avoid common misun-
derstandings about psychology. You will learn how to separate the believable from the
incredible. You will learn to spot poorly designed experiments, and you will develop the
skills necessary to critically evaluate claims made in the popular media.

The media love a good story, and findings from psychological research are often
provocative (FIGURE 1.2). Unfortunately, media reports can be distorted or even flat-out
wrong. Throughout your life, as a consumer of psychological science, you will need to
be skeptical of overblown media reports of “brand-new” findings obtained by “ground-
breaking” research (FIGURE 1.3). With the rapid expansion of the Internet and thou-
sands of new research findings available for searches on just about any topic, you need
tobe able to sort through and evaluate the information you find in order to gain a correct
understanding of the phenomenon (observable thing) you are trying to investigate.

One of the hallmarks of a good scientist—or a savvy consumer of scientific
research—is amiable skepticism. This trait combines openness and wariness. An
amiable skeptic remains open to new ideas but is wary of new “scientific findings”
when good evidence and sound reasoning do not seem to support them. An amiable

wsrw ED ANGER RUSHED TO HOSPITAL!

wEEKLY wosLo (L1111}

CTHUZS WORLD'S
= AR SMARTEST

black belt in karae

FIGURE 1.3

“Brand-New" Findings

Media reports seek to grab attention.
Their claims can be based on science,
but they can also be hype—or worse.

WHAT IS PSYCHOLOGICAL SCIENCE?




S CRSs

“For God's sake, think! Why is he being so nice to you?”

critical thinking
Systematically questioning and
evaluating information using well-
supported evidence.

skeptic develops the habit of carefully weighing the facts when deciding what to
believe. The ability to think in this way—to systematically question and evaluate
information using well-supported evidence—is called critical thinking.
Being a critical thinker involves looking for holes in evidence, using logic and
reasoning to see whether the information makes sense, and consid-
ering alternative explanations. It also requires consider-
ing whether the information might be biased, such as by
personal or political agendas. Critical thinking demands
healthy questioning and keeping an open mind. Most
people are quick to question information that does not fit
with their beliefs. But as an educated person, you need to think
critically about all information. Even when you “know” something,
you need to keep refreshing that information in your mind. Ask yourself: Is my belief
still true? Whatled me to believe it? What facts support it? Has science produced new
findings that require us to reevaluate and update our beliefs? This exercise is impor-
tant because you may be least motivated to think critically about information that
verifies your preconceptions. In Chapter 2, you will learn much more about how criti-

cal thinking helps our scientific understanding of psychological phenomena.

Psychological Reasoning Examines How
People Typically Think

Critical thinking is useful in every aspect of your life. It is also important in all fields of
study throughout the humanities and the sciences. The integration of critical thinking
in psychological science adds to our understanding of how people typically think when
they encounter information. Many decades of psychological research have shown that
people’sintuitions are often wrong. Intuitions also tend to be wrong in predictable ways.
Indeed, human thought is often biased in ways that make critical thinking very difficult.
Through scientific study, psychologists have discovered types of situations in which
common sense fails and biases influence people’s judgments. In psychology, the term
reasoning refers to using evidence to draw conclusions. In this book, the term psycho-
logical reasoning refers to using psychological research to examine how people typically
think, to understand when and why they are likely to draw erroneous conclusions.

Does eating too much sugar cause children to become hyperactive? Many people
believe this connection has been established scientifically, but in fact a review of the
scientific literature reveals that the relationship between sugar consumption and
hyperactivity is essentially nonexistent (Wolraich, Wilson, & White, 1995). Some
people will argue that they have seen with their own eyes what happens when chil-
dren eat large amounts of sweets. But consider the contexts of such firsthand obser-
vations. Might the children have eaten lots of sweets when they were at parties with
many other children? Might the gatherings, rather than the sweets, have caused the
children to be very excited and active? People often let their beliefs and their biases
determine what they “see.” The children’s highly active behavior, viewed in connec-
tion with eating sweets, is interpreted as sugar-induced hyperactivity. This example
actually shows many of the ways that learning to use psychological reasoning can
help people become better critical thinkers.

Psychological scientists have catalogued a number of ways that noncritical think-
ing can lead to erroneous conclusions (Gilovich, 1991, Hines, 2003; Kida, 2006;
Stanovich, 2013). These errors and biases do not occur because people lack intel-
ligence or motivation. Just the opposite is true. Most of these biases occur because
people are motivated to use their intelligence. They want to make sense of events
that involve them and happen around them. The human brain is highly efficient at
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finding patterns and making connections between things. By using these abilities,
people can make errors but can also make new discoveries and advance society
(Gilovich, 1991).

Our minds are constantly analyzing all the information we receive and trying
to make sense of that information. These attempts generally result in relevant
and correct conclusions. But sometimes we get things wrong. Sometimes we see
patterns that do not really exist. We look at the clouds and see images in them—
clowns, faces, horses, what have you. We play recorded music backward and hear
satanic messages. We believe that events, such as the deaths of celebrities, happen
in threes (FIGURE 1.4).

Often, we see what we expect to see and fail to notice things that do not fit with our
expectations. We expect that kids who consume sugar will become hyper, and then we
interpret their behavior in ways that confirm our expectations. Likewise, our stereo-
types about people shape our expectations about them, and we interpret their behav-
ior in ways that confirm these stereotypes.

Why is it important to care about errors and biases in thinking? The psycholo-
gist Thomas Gilovich answers this question insightfully in his book How We Know
What Isn’t So: The Fallibility of Human Reason in Everyday Life (1991). He points
out that more Americans believe in extrasensory perception (ESP) than in evolu-
tion and that there are twenty times more astrologers than astronomers. Followers
of ESP and astrology may base important life decisions on beliefs that are wrong.
False beliefs can sometimes lead to dangerous actions. Some people hunt endan-
gered animals because they believe the animals’ body parts provide magical cures.
Some people rely on fringe therapies to provide what they think is real medical or
psychological treatment.

Knowing about psychological reasoning will also help you do better in your classes,
including this one. Before they have taken a psychology course, many students have
false beliefs, or misconceptions, about psychological phenomena. The psychologists
Patricia Kowalski and Annette Kujawski Taylor (2004) found that students who
employ critical thinking skills complete an introductory course with a more accurate
understanding of psychology than students who complete the same course but do not
employ critical thinking skills. As you read this book, you will benefit from the critical
thinking skills that are discussed. You can apply these skills in your other classes, your
workplace, and your everyday life.

Each chapter of the book draws your attention to at least one major example of
psychological reasoning, in a feature called “What to Believe? Using Psychological
Reasoning.” Following are some of the major biases you will encounter.

= Ignoring evidence (confirmation bias): Don’t believe everything you think.
People show a strong tendency to place great importance on evidence that
supports their beliefs. They tend to downplay evidence that does not match
what they believe. When people hear about a study that is consistent with
their beliefs, they generally believe the study has merit. When they hear about
a study that contradicts those beliefs, they look for flaws or other problems.
Think back to the Facebook study described at the beginning of this chapter.
Did the study seem to have merit? Your judgment was probably influenced by
your feelings about Facebook.

One factor that contributes to confirmation bias is the selective sampling of
information. For instance, people with certain political beliefs may visit only Web
sites that are consistent with those beliefs. However, if we restrict ourselves to
evidence that supports our views, then of course we will believe we are right.
Similarly, people show selective memory, tending to better remember
information that supports their existing beliefs.
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FIGURE 1.4

Patterns That Do Not Exist
People often think they see faces in
objects. When the owner claimed to
see the face of the Virgin Mary on this
grilled cheese sandwich, the sandwich
sold to a casino for $28,000 on eBay.




FIGURE 1.5

Actors as "Experts"
Advertisements that feature people
portraying medical professionals
are successful because they create
the illusion that such people have
expertise.

Failing to accurately judge source credibility: Who can you trust? Every
day, we are besieged with new information. Particularly when we are not
sure what to believe, we are faced with the issue of whom to believe. You can
probably assume that your psychology professor is much more credible in
describing the factors that influence dating success than your cousin Vinny
is. But as a critical thinker, you know that sources, even experts, need to be
able to justify their claims. Your professor can tell you about actual research
studies. Vinny probably relies on his personal experience. At the same time,
you should be wary of appeals to authority, such as when sources refer to
their expertise rather than to the evidence. Advertisers can try to exploit our
tendencies to rely on expertise. An advertisement using a person who appears
to be a physician is likely to be more successful in promoting sales of a drug
than one that uses a representative of the drug company (FIGURE 1.5). Critical
thinking requires us to examine the sources of the information we receive.
Misunderstanding or not using statistics: Going with your gut. People
generally fail to understand or use statistics in their efforts to interpret events
around them. Gamblers believe that a roulette ball that has landed on red

five times in a row is now more likely to land on black. Basketball fans watch
players go through hot streaks where they seem never to miss. In fact, these
“patterns” do not happen more frequently than would be expected by chance.
Suppose you hear that there is a strong relationship between smoking and
developing cancer. You might think of your ancient aunt who has smoked for
40 years and is fine. Because of that observation, you might conclude that the
relationship is untrue. But the relationship between smoking and cancer is
simply that smokers are more likely to get cancer, not that every smoker will get
cancer. As you will learn in Chapter 2, statistics help scientists understand the
likelihood that events happen simply by chance.

Seeing relationships that do not exist: Making something out of nothing.

An extremely common reasoning error is the misperception that two events
that happen at the same time must somehow be related. In our desire to

find predictability in the world, we sometimes see order that does not exist.
Believing that events are related when they are not can lead to superstitious
behavior. For example, an athlete thinks she must eat a certain meal before

a game in order to win, or a fan believes that wearing his favorite team’s

jersey helps the team win. But many times events that appear related are just
coincidence. Consider a humorous example. Over the last 200 years, the mean
global temperature has increased. During that same period, the number of
pirates on the high seas has decreased. Would you argue that the demise of

E 165 pirates has led to increased global warming (FIGURE 1.6)?

§ 16 = Using relative comparisons: Now that you put it

E 2000 spqt way. When people are asked to guess the result of

% 155 multiplying 8 x 7 x 6 x 5 x 4 x 3 x 2 x 1, the average guess

‘g 15 is around 2250. But when people are asked to guess the

5 145 result of multiplying 1 x2 x 3 x4 x5 x 6 x 7 x 8, the average

g is only 512 (Tversky & Kahneman, 1974). The real answer

g 149 is 40,320. Why would starting with a larger number lead

E 13.5 to a higher guess and starting with a smaller number lead

% 13 | | | | | | | to alower guess? Information that comes first has a strong

(C) 35,000 45,000 20,000 15,000 5,000 400 17 influence on how people make relative comparisons.
Number of pirates (approximate) How a question is framed, or presented, also changes how

FIGURE 1.6 A Humorous Example
Sometimes things that appear related are not.

people answer the question. For example, people tend
to prefer information that is presented positively rather

CHAPTER 1 THE SCIENCE OF PSYCHOLOGY



than negatively. Consider a medical treatment. People will generally feel more
enthusiastic about a treatment if they are told how many lives the treatment
can save. People are less enthusiastic if they are told how many people will
not be saved by the same treatment. Whichever way the treatment is looked
at, the outcome is the same. The framing determines people’s relative
comparisons.

Accepting after-the-fact explanations: I can explain! Because people
expect the world to make sense, they often come up with explanations for

why events happen. They do so even when they have incomplete information.

One form of this reasoning bias is known as hindsight bias. We are wonderful
at explaining why things happened, but we are much less successful at
predicting future events. Think about the fatal shootings in 2012 at Sandy
Hook Elementary School, in Newtown, Connecticut. In hindsight, we know
that there were warning signs that the shooter, Adam Lanza, might become
violent (FIGURE 1.7). Yet none of these warning signs prompted anyone to
take action. People saw the signs but failed to predict the tragic outcome.
More generally, once we know the outcome, we interpret and reinterpret old
evidence to make sense of that outcome. Likewise, when political pundits
predict an election outcome and get it wrong, they later come out with all
sorts of explanations for the election result. If they had really seen those
factors as important before the election, they should have made a different
prediction. We need to be wary of after-the-fact explanations because they
tend to distort the evidence.

Taking mental shortcuts: Keeping it simple. People often follow simple rules,
called heuristics, to make decisions. These mental shortcuts are valuable
because they often produce reasonably good decisions without too much
effort (Kida, 2006). Unfortunately, many heuristics can lead to inaccurate
judgments and biased outcomes. One example of this problem occurs when
things that come most easily to mind guide our thinking. After hearing a series
of news reports about child abductions, people overestimate how often such
abductions happen. Parents become overly concerned about their children
being abducted. As a result, people may underestimate other dangers facing
children, such as bicycle accidents, food poisoning, or drowning. Child
abductions are much more likely to be reported in the news than these much
more common dangers. The vivid nature of the abduction reports makes
them easy to remember. Similar processes lead people to drive rather than

fly even though the chances of injury or death from passenger vehicles are
much greater than the chances of dying in a plane crash. In Chapter 8, we will
consider a number of heuristic biases.

Failing to see our own inadequacies (self-serving bias): Everyone is better
than average. People are motivated to feel good about themselves, and this
motivation affects how they think (Kunda, 1990). For example, many people
believe they are better than average on any number of dimensions. More
than 90 percent of people think they are better-than-average drivers, but

this percentage is illogical because only 50 percent can be above average

on any dimension. People use various strategies to support their positive
views, such as crediting personal strengths for their successes and blaming
outside forces for their failures. In general, people interpret information in
ways that support their positive beliefs about themselves. One factor that
promotes overconfidence is that people often have difficulty recognizing their
own weaknesses. This factor is described further in “What to Believe? Using
Psychological Reasoning,” on the next page.
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FIGURE 1.7

Sandy Hook Shootings

In hindsight, there were warning signs
that the Newtown shooter, Adam
Lanza, was troubled. But it is very
difficult to predict violent behavior in

advance.




What to Believe? Using Psychological Reasoning

Failing to See Our Own Inadequacies: Why Are People
Unaware of Their Weaknesses?

ou are watching an audition on

American Idol, and the singer, while
passionate, is just awful (FIGURE 1.8).
Everyone in the audience is laughing
or holding back laughter out of polite-
ness. When the judges proclaim, “You
can't be serious! That was horrible!”
the performer is crushed and cannot
believe the verdict. “But everyone says
|am a great singer,” he argues. “Singing
is my life!"” You sit there thinking, How
does he not know how bad he is?

Such moments make us cringe. We
feel deeply uncomfortable about them,
even as we tune in to watch them. The
German language has a word for how
we feel, fremdschdmen. This term
refers to times when we experience
embarrassment for other people in
part because they do not realize that
they should be embarrassed for them-
selves. Television comedies such as The
Office owe much of their success to
giving us this feeling of Fremdschdamen.

How is it that people who are tone-
deaf can believe their singing talents
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merit participating in a national sing-
ing competition? The social psycholo-
gists David Dunning and Justin Kruger
have an explanation: People are often
blissfully unaware of their weaknesses
because they cannot judge those weak-
nesses at all (Dunning et al., 2003;
Kruger & Dunning, 1999). How does this
limitation come about?

To judge whether someone is a good
singer, you need to be able to tell the
difference between good and bad sing-
ing. You need to know the difference
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FIGURE 1.8
Judging a Performance
Judges on American Idol react to an audition.

even if you are judging your own sing-
ing. The same is true for most other
activities. A lack of skill not only
prevents people from producing good
results, it also prevents those people
from knowing what good results are.
As noted by these researchers, “Thus,
if people lack the skills to produce
correct answers, they are also cursed
with an inability to know when their
answers, or anyone else's, are right or
wrong” (Dunning et al., 2003, p. 85).

FIGURE 1.9

Personal Ratings Versus

Actual Performance

Students rated their mastery of course
material and test performance. Points on the
Y-axis reflect how the students perceived
their percentile rankings (value on a scale

of 100). Points on the X-axis reflect these
students' actual performance rank (quartile
here means that people are divided into four
groups). The top students’ predictions were
close to their actual results. By contrast, the
bottom students’ predictions were far off.



In studies of college students,
Dunning and Kruger found that people
with the lowest grades rate their
mastery of academic skills much higher
than is warranted by their performance
(FIGURE 1.9). A student who receives a
grade of C may protest to the instruc-
tor, “My work is as good as my room-
mate’s, but she got an A." The protest
may simply show that the student lacks
the ability to evaluate performance in
those areas where she is weakest. To
make matters worse, people who are
unaware of their weaknesses fail to

make any efforts at self-improvements
to overcome those weaknesses. They
do not try to get better because they
already believe they are performing
well.

Kruger and Dunning (1999) have
shown that teaching people specific
skills helps them to be more accurate
in judging their performance. This find-
ing implies that people might need help
in identifying their weaknesses before
they can fix those weaknesses. But why
are people so inaccurate in the first
place? The likely answer is that they

generally start with extremely positive
views about their abilities. In Chapter
12, you will learn more about why most
people believe they are better than
average in many things. Such beliefs
influence how people judge their
talents and skills across multiple areas.
Knowing about these beliefs helps
us understand the driver who claims
to be very skilled in spite of numer-
ous car accidents and the singer who
brags about an awesome vocal ability
in spite of a train-wreck performance
on national television.

Summing Up

What Is Psychological Science?

m Psychological science is the study, through research, of mind, brain, and behavior.

= Most of us function as intuitive psychologists, but many of our intuitions and beliefs are wrong.
= To improve the accuracy of our own ideas, we need to think critically about them.

= We also need to think critically about research findings, and doing so means understanding
the research methods that psychologists use.

= Psychological science has established typical errors that people make in reasoning about
the world around them. Such errors include ignoring evidence that does not support one’s
beliefs (confirmation bias), failing to accurately judge source credibility, misunderstanding
or not using statistics, seeing relationships that do not exist, making relative comparisons,
accepting after-the-fact explanations, taking mental shortcuts, and failing to see one's own
inadequacies (self-serving bias).

Measuring Up
1. Critical thinking is

a. criticizing the way other people think.

b. systematically assessing information to reach conclusions supported by evidence.

c. questioning everything you read or hear and refusing to believe anything you have not
seen for yourself.

d. becoming an authority on everything so you never have to rely on other people's judgments.

2. Match each example with the psychological reasoning skill it describes:
misunderstanding or not using statistics, failing to accurately judge source credibility,
self-serving bias, and taking mental shortcuts.

a. A blackjack player wins three hands in a row and lowers her bet, assuming the next
hand must be a loser.

b. A person takes an herbal treatment to improve sleep because the package says the
treatment is effective 100 percent of the time.

c. A student thinks he deserves an A on a paper on which he received a D.

d. Your roommate insists on going to Florida for spring break because it is the first place
that comes to mind.
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Learning
Objectives

= Trace the development of
psychology since its formal
inception in 1879.

= Define the nature/nurture
debate and the mind/body
problem.

= |dentify the major schools
of thought that have
characterized the history of
experimental psychology.

culture

The beliefs, values, rules, and customs
that exist within a group of people
who share a common language and
environment.

nature/nurture debate

The arguments concerning whether
psychological characteristics are
biologically innate or acquired through
education, experience, and culture.

mind/body problem

A fundamental psychological issue:
Are mind and body separate and
distinct, or is the mind simply the
physical brain’s subjective experience?

FIGURE 1.10

Confucius

Ancient philosophers such as
Confucius studied topics that remain
important in contemporary psychology.

CHAPTER 1

1.2 What Are the Scientific
Foundations of Psychology?

Psychology originated in philosophy, as the great thinkers sought to understand
human nature. For example, the ancient Chinese philosopher Confucius emphasized
human development, education, and interpersonal relations, all of which remain
contemporary topics in psychology around the world (Higgins & Zheng, 2002;
FIGURE 1.10).

In nineteenth-century Europe, psychology developed into a discipline. As that
discipline spread throughout the world and developed into a vital field of science
and a vibrant profession, different ways of thinking about the content of psychology
emerged. These ways of thinking are called schools of thought. As is true in every
science, one school of thought would dominate the field for a while. There would
be a backlash. Then a new school of thought would take over the field. The follow-
ing sections consider the major themes and schools of thought in the history of
psychology.

The Nature/Nurture Debate Has a
Long History

Since at least the times of ancient Greece, people have wondered why humans think
and act in certain ways. Greek philosophers such as Aristotle and Plato debated
whether an individual’s psychology is attributable more to nature or to nurture. That
is, are psychological characteristics biologically innate? Or are they acquired through
education, experience, and culture (the beliefs, values, rules, norms, and customs
existing within a group of people who share a common language and environment)?

The nature/nurture debate has taken one form or another throughout psychology’s
history. Psychologists now widely recognize that both nature and nurture dynami-
cally interact in human psychological development. For example, psychologists study
the ways that nature and nurture influence each other in shaping mind, brain, and
behavior. In examples throughout this book, nature and nurture are so enmeshed that
they cannot be separated.

The Mind/Body Problem Also Has
Ancient Roots

The mind/body problem was perhaps the quintessential psychological issue: Are the
mind and body separate and distinct, or is the mind simply the subjective experience
of ongoing brain activity?

Throughout history, the mind has been viewed as residing in many organs of the
body, including the liver and the heart. The ancient Egyptians, for example, elabo-
rately embalmed each dead person’s heart, which was to be weighed in the afterlife
to determine the person’s fate. They simply threw away the brain. In the following
centuries, especially among the Greeks and Romans, recognition grew that the brain
was essential for normal mental functioning. Much of this change came from observ-
ing people with brain injuries. At least since the time of the Roman gladiators, it was
clear that a blow to the head often produced disturbances in mental activity, such as
unconsciousness or the loss of speech.

Nonetheless, scholars continued to believe that the mind was separate from and in
control of the body. They held this belief partly because of the strong theological belief
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that a divine and immortal soul separates humans from nonhuman animals. Around
1500, the artist Leonardo da Vinci challenged this doctrine when he dissected human
bodies to make his anatomical drawings more accurate. Da Vinci’s dissectionsled him
to many conclusions about the brain’s workings. For example, da Vinci theorized that
all sensory messages (vision, touch, smell, etc.) arrived at one location in the brain. He
called that region the sensus communis, and he believed it to be the home of thought
and judgment; its name may be the root of the modern term common sense (Blake-
more, 1983). Da Vinci’s specific conclusions about brain functions were not accurate,
but his work represents an early and important attempt to link the brain’s anatomy to
psychological functions (FIGURE 1.11).

In the 1600s, the philosopher René Descartes promoted the influential theory of
dualism. This term refers to the idea that the mind and the body are separate yet inter-
twined (FIGURE 1.12). In earlier views of dualism, mental functions had been considered
the mind’s sovereign domain, separate from body functions. Descartes proposed a some-
what different view. The body, he argued, was nothing more than an organic machine
governed by “reflex” Many mental functions—such as memory and imagination—
resulted from body functions. Deliberate action, however, was controlled by the rational
mind. And in keeping with the prevailing religious beliefs, Descartes concluded that the
rational mind was divine and separate from the body. Nowadays, psychologists reject
dualism. In their view, the mind arises from brain activity. It does not exist separately.

Experimental Psychology Began

with Introspection

In the mid-1800s in Europe, psychology arose as a field of study built on the experi-
mental method. In A System of Logic (1843), the philosopher John Stuart Mill declared

that psychology should leave the realms of philosophy and of speculation and become a
science of observation and of experiment. Indeed, he defined psychology as “the science

WHAT ARE THE SCIENTIFIC FOUNDATIONS OF PSYCHOLOGY?

FIGURE 1.11

Da Vinci and the Brain

This drawing by Leonardo da Vinci
dates from around 1506. Da Vinci
used a wax cast to study the brain.
He believed that sensory images
arrived in the middle region of the
brain. He called this region the sensus
communis.

FIGURE 1.12

René Descartes

According to Descartes, the mind and
the body are separate yet intertwined.
As discussed throughout this book,
psychologists now reject such
dualism.




FIGURE 1.13

Wilhelm Wundt

Wundt founded modern experimental
psychology.

introspection

A systematic examination of
subjective mental experiences that
requires people to inspect and report
on the content of their thoughts.

structuralism

An approach to psychology based on
the idea that conscious experience
can be broken down into its basic
underlying components.

FIGURE 1.14

William James

In 1890, James published the first
major overview of psychology. Many
of his ideas have passed the test of
time. In theorizing about how the mind
works, he moved psychology beyond
structuralism and into functionalism.
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of'the elementary laws of the mind” and argued that only through the methods of science
would the processes of the mind be understood. As a result, throughout the 1800s, early
psychologists increasingly studied mental activity through careful scientific observation.

In 1879, Wilhelm Wundt established the first psychology laboratory and institute
(FIGURE 1.13). At this facility, in Leipzig, Germany, students could earn advanced
academic degrees in psychology for the first time. Wundt trained many of the great
early psychologists, a number of whom then established psychological laboratories
throughout Europe, Canada, and the United States.

Wundt realized that psychological processes, the products of physiological actions
in the brain, take time to occur. Therefore, he used a method developed earlier, called
reaction time, to assess how quickly people can respond to events. Wundt presented
each research participant with a simple psychological task and a related but more
complex one. He timed each task. He then performed a mathematical operation:
subtracting the time a participant took to complete the simple task from the time the
participant took to complete the more complex task. This method enabled Wundt to
infer how much time a particular mental event took to occur. Researchers still widely
use reaction time to study psychological processes, but their types of equipment are
of course more sophisticated than Wundt’s.

Wundt was not satisfied with simply studying mental reaction times. He wanted to
measure conscious experiences. To do so, he developed the method of introspection,
a systematic examination of subjective mental experiences that requires people to
inspect and report on the content of their thoughts. Wundt asked people to use intro-
spection in comparing their subjective experiences as they contemplated a series of
objects—for example, by stating which one they found more pleasant.

Introspection and Other Methods Led
to Structuralism

Edward Titchener, a student of Wundt’s, used methods such as introspection to
pioneer a school of thought that became known as structuralism. This school is based
on the idea that conscious experience can be broken down into its basic underlying
components, much as the periodic table breaks down chemical elements. Titchener
believed that an understanding of the basic elements of conscious experience would
provide the scientific basis for understanding the mind. He argued that one could take
a stimulus such as a musical tone and, through introspection, analyze its “quality,”
“intensity,” “duration,” and “clarity.” Wundt ultimately rejected such uses of intro-
spection, but Titchener relied on the method throughout his career.

The general problem with introspection is that experience is subjective. Each
person brings a unique perceptual system to introspection, and it is difficult for
researchers to determine whether each participant in a study is employing introspec-
tion similarly. Additionally, the reporting of the experience changes the experience.
Over time, psychologistslargely abandoned introspection because it was not areliable
method for understanding psychological processes. Nonetheless, Wundt, Titchener,
and other structuralists paved the way for developing a pure science of psychology
with its own vocabulary and set of rules.

Functionalism Addressed the Purpose
of Behavior

One critic of structuralism was William James, a brilliant scholar whose wide-
ranging work has had an enormous, enduring impact on psychology (FIGURE 1.14).
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In 1873, James abandoned a career in medicine to teach physiology at Harvard
University. He was among the first professors at Harvard to openly welcome ques-
tions from students rather than have them listen silently to lectures. James also was
an early supporter of women trying to break into the male-dominated sciences. He
trained Mary Whiton Calkins, who was the first woman to set up a psychological
laboratory and was the first woman president of the American Psychological Asso-
ciation (FIGURE 1.15).

James’s personal interests were more philosophical than physiological. He was
captivated by the nature of conscious experience. In 1875, he gave his first lecture on
psychology. He later quipped that it was also the first lecture on psychology he had
ever heard. To this day, psychologists find rich delight in reading James’s penetrating
analysis of the human mind, Principles of Psychology (1890). It was the most influen-
tial book in the early history of psychology, and many of its central ideas have held up
over time.

In criticizing structuralism’s failure to capture the most important aspects of
mental experience, James argued that the mind is much more complex than its
elements and therefore cannot be broken down. For instance, he noted that the mind
consists of an ever-changing, continuous series of thoughts. This stream of conscious-
ness cannot be frozen in time, according to James, so the structuralists’ techniques
were sterile and artificial. Psychologists who used the structural approach, he said,
were like people trying to understand a house by studying each of its bricks individ-
ually. More important to James was that the bricks together form a house and that
a house has a particular function. The mind’s elements matter less than the mind’s
usefulness to people.

James argued that psychologists ought to examine the functions served by the
mind—how the mind operates. According to his approach, which became known as
functionalism, the mind came into existence over the course of human evolution. It
works as it does because it is useful for preserving life and passing along genes to
future generations. In other words, it helpshumans adapt to environmental demands.

EVOLUTION, ADAPTATION, AND BEHAVIOR One of the major influences on
functionalism was the work of the naturalist Charles Darwin (FIGURE 1.16). In 1859,
Darwin published his revolutionary study On the Origin of Species, which introduced
the world to evolutionary theory. By observing the variations in species and in indi-
vidual members of species, Darwin reasoned that species change over time. Some of
these changes—physical characteristics, skills, and abilities—increase individuals’
chances of surviving and reproducing. Surviving and reproducing in turn ensure that
these changes will be passed along to future generations. Changes passed along in this
way are called adaptations.

Earlier philosophers and naturalists—including Darwin’s grandfather, Eras-
mus Darwin—had discussed the possibility that species might evolve. But Charles
Darwin first presented the mechanism of evolution. He called this mechanism natural
selection: the process by which changes that are adaptive (i.e., that facilitate survival
and reproduction) are passed along and those that are not adaptive (i.e., that hinder
survival and reproduction) are not passed along. In other words, species struggle to
survive. Those species that are better adapted to their environments will survive and
reproduce, their offspring will survive and reproduce, and so on. This idea has come
to be known as the survival of the fittest. In this sense, the term fittest has to do with
reproductive success and survival and not merely strength.

Darwin’sideas have profoundly influenced science, philosophy, and society. Rather
than being a specific area of scientific inquiry, evolutionary theory is a way of thinking
that can be used to understand many aspects of mind and behavior (Buss, 1999).

WHAT ARE THE SCIENTIFIC FOUNDATIONS OF PSYCHOLOGY?

FIGURE 1.15

Mary Whiton Calkins

Calkins was an important early
contributor to psychological science and
was the first woman president of the
American Psychological Association.

stream of consciousness
A phrase coined by William James to

describe each person’s continuous
series of ever-changing thoughts.

functionalism

An approach to psychology concerned
with the adaptive purpose, or function,
of mind and behavior.

FIGURE 1.16

Charles Darwin

Introduced in On the Origin of Species,
Darwin's theory of evolution has had
a huge impact on how psychologists
think about the mind.




evolutionary theory

A theory presented by the naturalist
Charles Darwin; it views the

history of a species in terms of the
inherited, adaptive value of physical
characteristics, of mental activity, and
of behavior.

adaptations

In evolutionary theory, the physical
characteristics, skills, or abilities that
increase the chances of reproduction
or survival and are therefore likely to

be passed along to future generations.

natural selection

In evolutionary theory, the idea that
those who inherit characteristics that
help them adapt to their particular
environments have a selective
advantage over those who do not.

Gestalt theory

A theory based on the idea that
the whole of personal experience
is different from the sum of its
constituent elements.

FIGURE 1.17 What Do You See?

Gestalt Psychology Emphasized Patterns
and Context in Learning

Another school of thought that arose in opposition to structuralism was the
Gestalt school. This way of thinking was founded by Max Wertheimer in 1912 and
expanded by Wolfgang Kohler, among others. According to Gestalt theory, the whole
of personal experience is not simply the sum of its constituent elements. In other
words, the whole is different from the sum of its parts. So, for example, if a researcher
shows people a triangle, they see a triangle—not three lines on a piece of paper, as
would be the case for the introspective observations in one of Titchener’s structural
experiments. (When you look at FIGURE 1.17, do you see the parts or the whole?)
In experimentally investigating subjective experience, the Gestalt psychologists
did not rely on the reports of trained observers. They sought out ordinary people’s
observations.

The Gestalt movement reflected an important idea that was at the heart of criti-
cisms of structuralism—namely, that the perception of objects is subjective and
dependent on context. Two people can look at an object and see different things.
Indeed, one person can look at an object and see it in completely different ways.
(When you look at FIGURE 1.18, how many possible views do you see?) The Gestalt
perspective has influenced many areas of psychology, including the study of vision
and our understanding of human personality.

FIGURE 1.18

How Many Do You See?

This drawing by the psychologist
Roger Shepard can be viewed as either
a face behind a candlestick or two
separate profiles. The mind organizes
the scene into one or another
perceptual whole, so the picture looks
a specific way each time it is viewed. It
is difficult to see both the single face
and two profiles at the same time.

These fragments make up a picture of a dog sniffing the ground. The mind organizes the picture's
elements automatically to produce the perception of the dog. The picture is processed and
experienced as a unified whole. Once you perceive the dog, you cannot choose to not see it.

CHAPTER 1

THE SCIENCE OF PSYCHOLOGY



Freud Emphasized Unconscious Conflicts

Twentieth-century psychology was profoundly influenced by one of its most famous
thinkers, Sigmund Freud (FIGURE 1.19). Freud was trained in medicine, and he began
his career working with people who had neurological disorders, such as paralysis of
various body parts. He found that some of his patients had few medical reasons for
their paralysis. Soon he came to believe their conditions were caused by psychological
factors.

Psychology was in its infancy at the end of the nineteenth century, when Freud
speculated that much of human behavior is determined by mental processes oper-
ating below the level of conscious awareness. This subconscious level is called the
unconscious. Contrary to popular belief, Freud was not the first person to theorize
the existence of an unconscious—Darwin’s cousin Sir Francis Galton had earlier
proposed the idea. However, Freud built on this basic idea. He believed that uncon-
scious mental forces, often sexual and in conflict, produce psychological discomfort
and in some cases even psychological disorders. According to Freudian thinking,
many of these unconscious conflicts arise from troubling childhood experiences that
the person is blocking from memory.

From his theories, Freud pioneered the clinical case study approach and devel-
oped psychoanalysis. In this therapeutic method, the therapist and the patient work
together to bring the contents of the patient’s unconscious into his or her conscious
awareness. Once the patient’s unconscious conflicts are revealed, the therapist helps
the patient deal with them constructively. For example, Freud analyzed the appar-
ent symbolic content in a patient’s dreams in search of hidden conflicts. He also used
free association, in which a patient would talk about whatever he or she wanted to for
as long as he or she wanted to. Freud believed that through free association, a person
eventually revealed the unconscious conflicts that caused the psychological problems.

Freud’s influence was considerable. His work and his image helped shape the
public’s view of psychology. However, many of his ideas, such as the meaning of
dreams, are impossible to test using the methods of science. Contemporary psycholo-
gists no longer accept much of Freudian theory, but Galton’s original idea that mental
processes occur below the level of conscious awareness is now widely accepted.

Behaviorism Studied
Environmental Forces

In 1913, the psychologist John B. Watson challenged, as inherently unscientific,
psychology’s focus on conscious and unconscious mental processes (FIGURE 1.20).
Watson believed that if psychology was to be a science, it had to stop trying to study
mental events that could not be observed directly. Scorning methods such as intro-
spection and free association, he developed behaviorism. This approach emphasizes
environmental effects on observable behavior.

The intellectual issue most central to Watson and his followers was the nature/
nurture question. For Watson and other behaviorists, nurture was all. Heavily influ-
enced by the work of the physiologist Ivan Pavlov (discussed further in Chapter 6,
“Learning”), Watson believed that animals—including humans—acquire, or learn, all
behaviors through environmental experience. Therefore, we need to study the environ-
mental stimuli, or triggers, in particular situations. By understanding the stimuli, we
can predict the animals’ behavioral responses in those situations. Psychologists greeted
Watson’s approach with great enthusiasm. Many had grown dissatisfied with the ambig-
uous methods used by those studying mental processes. They believed that psycholo-
gists would not be taken seriously as scientists until they studied observable behaviors.

FIGURE 1.19

Sigmund Freud

Freud was the father of
psychoanalytic theory. His work
hugely influenced psychology in the
twentieth century.

unconscious

The place where mental processes
operate below the level of conscious
awareness.

psychoanalysis

A method developed by Sigmund
Freud that attempts to bring the
contents of the unconscious into
conscious awareness so that conflicts
can be revealed.

behaviorism

A psychological approach that
emphasizes the role of environmental
forces in producing observable
behavior.

FIGURE 1.20

John B. Watson

Watson developed and promoted
behaviorism. His views were amplified
by thousands of psychologists,
including B. F. Skinner.
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FIGURE 1.21

George A. Miller

In 1957, Miller launched the cognitive
revolution by establishing the Center
for Cognitive Science at Harvard
University.

cognitive psychology

The study of mental functions such
as intelligence, thinking, language,
memory, and decision making.

cognitive neuroscience

The study of the neural mechanisms
underlying thought, learning,
perception, language, and memory.

B. F. Skinner became the most famous and influential behaviorist. Like Watson,
Skinner denied the importance of mental states. In his provocative book Beyond Free-
dom and Dignity (1971), Skinner argued that concepts about mental processes were of
no scientific value in explaining behavior. He believed that mental states were simply
another form of behavior, subject to the same behaviorist principles as publicly observ-
able behavior. He wanted to understand how behaviors, whether occurring “inside
the skin” or observable, are shaped or influenced by the events or consequences that
follow them. For instance, an animal will learn to perform a behavior if doing so in the
past led to a positive outcome, such as receiving food.

Behaviorism dominated psychological research well into the early 1960s. In many
ways, these times were extremely productive for psychologists. Many of the basic
principles established by behaviorists continue to be viewed as critical to under-
standing the mind, the brain, and behavior. At the same time, sufficient evidence has
accumulated to show that thought processes influence outcomes. Few psychologists
today describe themselves as strict behaviorists.

Cognitive Approaches Emphasized
Mental Activity

During the first half of the twentieth century, psychology was largely focused on studying
observable behavior. Evidence slowly emerged, however, that learning is not as simple
as the behaviorists believed it to be. Perceptions of situations can influence behavior.
Learning theorists were showing that animals could learn by observation. This finding
made little sense according to behaviorist theory, because the animals were not being
rewarded. The connections were all being made in their minds. Other research was being
conducted on memory, language, and child development. These studies showed that
the simple laws of behaviorism could not explain, for example, why culture influences
how people remember a story, why grammar develops systematically, and why children
interpret the world in different ways during different stages of development. All of these
findings suggested that mental functions are important for understanding behavior—
they demonstrated the limitations of a purely behavioral approach to psychology.

The psychologist George A. Miller began his career with a behavioristic bias.
Shortly before 1957, he looked at the data concerning behavior and cognition. As a
good scientist who used critical thinking, Miller changed his mind when the data did
not support his theories. He and his colleagues launched the cognitive revolution in
psychology (FIGURE 1.21). Ten years later, Ulric Neisser integrated a wide range of
cognitive phenomena in his book Cognitive Psychology. This 1967 classic named and
defined the field and fully embraced the mind, which Skinner had dismissed as the
irrelevant “black box.”

Cognitive psychology is concerned with mental functions such as intelligence,
thinking, language, memory, and decision making. Cognitive research has shown that
the way people think about things influences their behavior.

The rise of computers and artificial intelligence influenced many cognitive
psychologists, who focused exclusively on the “software” and ignored the “hard-
ware.” That is, they studied the thought processes but had little interest in the specific
brain mechanisms involved. However, some early cognitive psychologists recognized
that the brain is important for cognition. In the early 1980s, cognitive psychologists
joined forces with neuroscientists, computer scientists, and philosophers to develop
an integrated view of mind and brain. During the next decade, cognitive neuro-
science emerged. Researchers in this field study the neural mechanisms (mecha-
nisms involving the brain, nerves, and nerve cells) that underlie thought, learning,
perception, language, and memory.
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Social Psychology Studies How
Situations Shape Behavior

During the mid-twentieth century, many psychologists came to appreciate that
people’s behaviors are affected by the presence of others. This shift occurred partly
because people sought to understand the atrocities committed in Europe before and
during World War II. Why had apparently normal Germans, Poles, and Austrians
willingly participated in the murders of innocents—men, women, and children? Was
evil an integral part of human nature? If so, why did some people in these countries
resist and put their own lives at risk to save others?

Researchers focused on topics such as authority, obedience, and group behavior.
Many of these psychologists were still influenced by Freudian ideas. For example,
they believed that children absorb the values of authority figures as a result of uncon-
scious processes. They concluded that certain types of people, especially those raised
by unusually strict parents, displayed a slightly greater willingness to follow orders.

Almost everyone is strongly influenced by social situations, however. With this
idea in mind, pioneering researchers such as Floyd Allport, Solomon Asch, and the
Gestalt-trained Kurt Lewin rejected Freudian theorizing (FIGURE 1.22). Instead,
they emphasized a scientific, experimental approach to understanding how people
are influenced by others. The field that emerged from this work, social psychology,
focuses on the power of the situation and on the way people are shaped through their
interactions with others. People do differ in how much they are influenced by social
situations. The related field of personality psychology involves the study of people’s
characteristic thoughts, emotions, and behaviors and how they vary across social
situations, such as why some people are shy and others outgoing.

Science Informs Psychological Treatments

In the 1950s, psychologists such as Carl Rogers and Abraham Maslow pioneered a
humanistic approach to the treatment of psychological disorders. This approach
emphasized how people can come to know and accept themselves in order to reach
their unique potentials. Some of the techniques developed by Rogers, such as specific
ways of questioning and listening during therapy, are staples of modern treatment.
Only in the last four decades, however, has a scientific approach to the study of
psychological disorders emerged.

Throughout psychology’s history, the methods developed to treat psychological
disorders mirrored advances in psychological science. For instance, behaviorism’s rise
led to a group of treatments designed to modify behavior rather than address hypotheti-
cal underlying mental conflicts. Behavioral modification methods continue to be highly
effective in a range of situations, from training those with intellectual impairments to
treating patients who are especially anxious and fearful. The cognitive revolution in
scientific thinking led therapists to recognize the important role of thought processes
in psychological disorders. Pioneers such as Albert Ellis and Aaron T. Beck developed
treatments to correct faulty cognitions (faulty beliefs about the world).

The nature/nurture debate is also central to the current understanding of psycho-
logical disorders. Psychologists now believe that many psychological disorders
result as much from the brain’s “wiring” (nature) as from how people are reared and
treated (nurture). However, some psychological disorders are more likely to occur in
certain environments, and this fact suggests that disorders can be affected by context.
People’s experiences change their brain structures, which in turn influence their
experiences within their environments. Recent research also indicates that some
people inherit genetic predispositions to developing certain psychological disorders
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Kurt Lewin

Lewin pioneered the use of
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other people’s thoughts, feelings, and
actions.

personality psychology

The study of characteristic thoughts,
emotions, and behaviors in people and
how they vary across social situations.




in some situations—in this case, their environment (nurture) activates their genes
(nature). The social environment also plays an important role in whether treatment
for these and other disorders is successful. For example, family members’ negative
comments tend to decrease a treatment’s effectiveness.

In short, rapid advancements in understanding the biological and environmental
bases of psychological disorders are leading to effective treatments that allow people
to live normal lives. Scientific research has made it clear that—contrary to the think-
ing of Freud, Skinner, and Rogers—no universal treatment or approach fits all psycho-
logical disorders (Kazdin, 2008).

Summing Up
What Are the Scientific Foundations of Psychology?

= Although people have pondered psychological questions for thousands of years, the formal
discipline of psychology began in Wilhelm Wundt's laboratory in Germany in 1879.

= \Wundt believed it necessary to reduce mental processes to their constituent, “structural” parts.
His approach was known as structuralism. Edward Titchener was another famous structuralist.

® Functionalists such as William James argued that it is more important to understand the
adaptive functions of the mind than to identify its constituent elements.

m Early research in psychology was largely aimed at understanding the subjective mind. For
example, the Gestalt movement focused on people's perceptions, and Freud emphasized the
unconscious mind.

= Behaviorism was advanced by John Watson and B. F. Skinner. The rise of behaviorism was
due to the fact that the study of the mind had been too subjective and therefore unscientific.
This view resulted in an emphasis on the study of observable behavior.

= The cognitive revolution in the 1960s, led by psychologists such as George Miller and Ulric
Neisser, returned the mind to center stage. Research blossomed on mental processes such as
memory, language, and decision making.

m The latter half of the twentieth century was also marked by an increased interest in the
influence of social contexts on behavior and on mental activity. This approach was fostered
by psychologists such as Solomon Asch and Kurt Lewin.

= The advances in psychological science over the last century have informed the treatment of
psychological disorders.

Measuring Up

Identify the school of thought that each statement characterizes. The schools of
thought represented here are behaviorism, cognitive psychology, functionalism, Gestalt
psychology, psychoanalysis, social psychology, and structuralism.

a. To be a respectable scientific discipline, psychology should be concerned with what
people and other animals do—in other words, with observable actions.

b. Psychology should be concerned with the way thoughts and behaviors help people
adapt to their environments.

c. Psychology should be concerned with the way in which people’s thoughts affect their
behavior.

d. To understand behavior, psychologists need to understand the social contexts in which
people act.

e. Because the sum is different from the parts, psychologists should study the entirety of
how we make sense of the world.

f. Psychologists should study the “pieces” that make up the mind.

g. To understand behavior, psychologists should study people’s unconscious conflicts.
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1.3 What Are the Latest

Learning
i ? . .
Developments in Psychology* Objectives

In the just over 135 years since psychology was founded, researchers have made
significant progress in understanding mind, brain, and behavior. This understanding = |dentify recent developments
has progressed incrementally. New knowledge accumulates through the systematic in psychological science.
study of questions raised by what is already known. During various periods in the = Distinguish between subfields
history of the field, psychologists became especially excited about new approaches, of psychology.

such as when the behaviorists objected to the subjective nature of introspection and
the hidden unconscious processes favored by the Freudians. We do not know what
approaches the future of psychology will bring, but this section outlines some of the
developments that contemporary psychologists are most excited about.

Biology Is Increasingly Emphasized in
Explaining Psychological Phenomena

The last four decades have seen remarkable growth in our understanding of the
biological bases of mental activities (FIGURE 1.23). This section outlines three major
advances that have helped further the scientific understanding of psychological
phenomena: progress in understanding brain chemistry, developments in neuro-
science, and advances in decoding the human genome.

BRAIN CHEMISTRY Tremendous progress has been made in understanding brain
chemistry. It was long believed that only a handful of chemicals were involved in brain
function, but in fact hundreds of substances play critical roles in mental activity and
behavior. Why, for instance, do we have more-accurate memories for events that
happened when we were aroused than for events that happened when we were calm?
Brain chemistry is different when we are aroused than when we are calm, and those
same chemicals influence the neural mechanisms involved in memory.

NEUROSCIENCE Since the late 1980s, researchers have been able to
study the working brain as it performs its vital psychological functions.
They are able to do so because of brain imaging methods, such as func- oure pst rescarch news
tional magnetic resonance imaging (fMRI). The progress in understand- Videos
ing the neural basis of mental life has been rapid and dramatic. Knowing
where in the brain something happens does not by itself reveal much.
However, when consistent patterns of brain activation are associated with
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THE FAR SIDE® By GARY LARSON

THE HUMAN GENOME Scientists have made enormous progress in understand-
ing the human genome: the basic genetic code, or blueprint, for the human body.
For psychologists, this map represents the foundational knowledge for studying
how specific genes—the basic units of hereditary transmission—affect thoughts,
actions, feelings, and disorders. By identifying the genes involved in memory, for
example, researchers soon may be able to develop treatments, based on genetic
manipulation, that will assist people who have memory problems. Decades from
now, at least some genetic defects might be corrected.

Meanwhile, the scientific study of genetic influences has made clear that very few
single genes cause specific behaviors. Almost all biological and psychological activity
is affected by the actions of multiple genes. Nonetheless, many physical and mental
characteristics are inherited to some degree. In addition, scientists are beginning to
understand the relationship between situations, genes, and behaviors. For example,
the presence or absence of specific environmental factors can influence how genes
are expressed. Gene expression, in turn, affects behavior.

Evolutionary Thinking Is
Increasingly Influential

As William James and his fellow functionalists knew, the human mind has been
shaped by evolution. Modern evolutionary theory has driven the field of biology for
years, but it has only recently begun to inform psychology. From this perspective,
the brain, its activity, and resulting behaviors have evolved over millions of years.
The evolutionary changes in the brain have occurred in response to our ancestors’
problems related to survival and reproduction. So some of our behaviors have their
basis in the behaviors of our earliest ancestors, perhaps going back to the ancestor we
share with nonhuman primates. Other human behaviors are unique to our species.
Many human behaviors are universal, meaning that they are shared across cultures
(D. E.Brown, 1991).

The field of evolutionary psychology attempts to explain mental traits as prod-
ucts of natural selection. In other words, functions such as memory, perception, and
language are seen as adaptations. In addition, evidence is accumulating that the mind,
the experience of the brain, also adapts. That is, while the brain adapts
biologically, some of the contents of the mind adapt to cultural influences.

||ﬁ} 1982 FarWorks, Inc. All Rights. Reserved O by Craators Syndicatn

In this way, the mind helps individuals overcome their particular chal-
lenges, but it also provides a strong framework for shared social under-
standings of how the world works. Some of those understandings, of
course, vary from place to place and from culture to culture. For instance,
all people prefer particular types of food, but the preferences are influ-
enced by culture. Likewise, all cultures have inequalities in terms of
individual members’ prestige, but what is considered prestigious varies
among cultures.

Farion

SOLVING ADAPTIVE PROBLEMS Evolutionary theory is especially
useful for considering whether behaviors and physical mechanisms are
adaptive—in other words, whether they affect survival and reproduc-
tion. Through evolution, specialized mechanisms and adaptive behaviors
have been built into our bodies and brains. For instance, a mechanism
that produces calluses has evolved, protecting the skin from the abuses
of physical labor. Likewise, specialized circuits have evolved in the brain;
these structures solve adaptive problems, such as dealing with other
people (Cosmides & Tooby, 1997). For example, people who lie, cheat,

The Far Side” by Gary Larson © 1982 FarWorks, Inc. All Rights Reserved. Used with permission.

Great moments in evolution

or steal may drain group resources and thereby decrease the chances of
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survival and reproduction for other group members. Some evolutionary psychologists
believe humans have “cheater detectors” on the lookout for this sort of behavior in
others (Cosmides & Tooby, 2000).

OUR EVOLUTIONARY HERITAGE Knowledge of the challenges our early ances-
tors faced helps us understand our current behavior. Humans began evolving about
5 million years ago, but modern humans (Homo sapiens) can be traced back only
about 100,000 years, to the Pleistocene era. If the human brain slowly adapted to
accommodate the needs of Pleistocene hunter-gatherers, scientists should try to
understand how the brain works within the context of the environmental pressures
humans faced during the Pleistocene era (FIGURE 1.24).

For instance, people like sweet foods, especially those high in fat. These foods are
also high in calories. In prehistoric times, such foods were rare, and eating them had
great survival value. In other words, a preference for sweet, fatty foods was adaptive.
Today, many societies have an abundance of foods, many of them high in sugar and fat.
We still enjoy them and eat them, sometimes to excess, and this behavior may now be
maladaptive. That is, eating foods high in sugar and fat can make us obese when we
expend less energy than we consume. Nonetheless, our evolutionary heritage encour-
ages us to eat foods that had survival value when food was relatively scarce. Many of
our current behaviors, of course, do not reflect our evolutionary heritage. Driving cars,
sitting at a desk all day, using computers, texting, and exercising to intentionally offset
calorie intake are among the human behaviors that we have displayed only recently.
(Further complexities in the evolutionary process are discussed in Chapter 3, “Biol-
ogy and Behavior.”)

Culture Provides Adaptive Solutions

For humans, many of the most demanding adaptive challenges involve dealing with
other humans. These challenges include selecting mates, cooperating in hunting and
in gathering, forming alliances, competing for scarce resources, and even warring with
neighboring groups. This dependency on group living is not unique to humans, but the
nature of interactions among and between ingroup and outgroup members is especially
complex in human societies. The complexity of living in groups gives rise to culture, and
culture’s various aspects are transmitted from one generation to the next through learn-
ing. Forinstance, musical preferences, some food preferences, subtle ways of expressing
emotion, and tolerance of body odors are affected by the culture one is raised in. Many of
aculture’s “rules” reflect adaptive solutions worked out by previous generations.

Human cultural evolution has occurred much faster than human biological evolu-
tion. The most dramatic cultural changes have come in the last few thousand years.
Although humans have changed only modestly in physical terms in that time, they
have changed profoundly in regard to how they live together. Even within the last
century, dramatic changes have occurred in how human societies interact. The flow
of people, commodities, and financial instruments among all regions of the world,
often referred to as globalization, has increased in velocity and scale over the past
century in ways that were previously unimaginable. Even more recently, the Internet
has created a worldwide network of humans, essentially a new form of culture with its
own rules, values, and customs.

Over the past decade, recognition has grown that culture plays a foundational
role in shaping how people view and reason about the world around them—and that
people from different cultures possess strikingly different minds. For example, the
social psychologist Richard Nisbett and his colleagues (2001) have demonstrated
that people from most European and North American countries are much more
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FIGURE 1.25

Cultural Differences

(a) Westerners tend to be
"“independent” and autonomous,
stressing their individuality.

(b) Easterners—such as this
Cambodian family—tend to be more
“interdependent,” stressing their
sense of being part of a collective.

analytical than people from most Asian countries. Westerners break complex ideas
into simpler components, categorize information, and use logic and rules to explain
behavior. Easterners tend to be more holistic in their thinking, seeing everything in
front of them as an inherently complicated whole, with all elements affecting all other
elements (FIGURE 1.25).

The culture in which people live shapes many aspects of their daily lives. Pause
for a moment and think about the following questions: How do people decide what is
mostimportant in their lives? How do people relate to family members? to friends? to
colleagues at work? How should people spend their leisure time? How do they define
themselves in relationship to their own culture—or across cultures? For instance,
the increased participation of women in the workforce has changed the nature of
contemporary Western culture in numerous ways, from a fundamental change in how
women are viewed to more practical changes, such as people marrying and having
children later in life, a greater number of children in day care, and a greater reliance
on convenient, fast foods.

Culture shapes beliefs and values, such as the extent to which people should
emphasize their own interests versus the interests of the group. This effect is more
apparent when we compare phenomena across cultures. Cultural rules are learned
as norms, which specify how people ought to behave in different contexts. For exam-
ple, norms tell us not to laugh uproariously at funerals and to keep quiet in librar-
ies. Culture also has material aspects, such as media, technology, health care, and
transportation. Many people find it hard to imagine life without computers, tele-
visions, cell phones, and cars. We also recognize that each of these inventions has
changed the fundamental ways in which people interact. Psychologists have played
a significant role in our understanding of the complex relationship between culture
and behavior.

Psychological Science Now Crosses
Levels of Analysis

Throughout the history of psychology, studying a phenomenon at one level of analysis
has been the favored approach. Researchers have recently started to explain behavior
at several levels of analysis. By crossing levels in this way, psychologists are able to
provide a more complete picture of mental and behavioral processes.

Four broadly defined levels of analysis reflect the most common research meth-
ods for studying mind and behavior (FIGURE 1.26). The biological level of analysis
deals with how the physical body contributes to mind and behavior (as through the
chemical and genetic processes that occur in the body). The individual level of analy-
sis focuses on individual differences in personality and in the mental processes that
affect how people perceive and know the world. The social level of analysis involves
how group contexts affect the ways in which people interact and influence each other.
The cultural level of analysis explores how people’s thoughts, feelings, and actions are
similar or different across cultures. Differences between cultures highlight the role
that cultural experiences play in shaping psychological processes, whereas similari-
ties between cultures reveal evidence for universal phenomena that emerge regard-
less of cultural experiences.

To understand how research is conducted at the different levels, consider the
many ways psychologists have studied listening to music (Renfrow & Gosling, 2003).
Why do you like some kinds of music and not others? Do you prefer some types of
music when you are in a good mood and other types when you are in a bad mood? If
you listen to music while you study, how does it affect how you learn? Music has many
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its anatomy, such as changing
brain structures associated with
learning and memory (Herdener
et al,, 2010). Listening to pleas-
ant music appears to increase the activation of brain regions associated with positive
experiences (Koelsch, Offermanns, & Franzke, 2010). In other words, music does not
affect the brain exactly the way other types of sounds, such as the spoken word, do.
Instead, music recruits brain regions involved in a number of mental processes, such
as those involved in mood and memory (Levitin & Menon, 2003; Peretz & Zatorre,
2005). Music appears to be treated by the brain as a special category of auditory infor-
mation. For this reason, patients with certain types of brain injury become unable to
perceive tones and melody but can understand speech and environmental sounds
perfectly well.

In studies conducted at the individual level of analysis, researchers have used labo-

societies and cultural
groups

ratory experiments to study music’s effects on mood, memory, decision making, and
various other mental states and processes (Levitin, 2006). In one study, music from
participants’ childhoods evoked specific memories from that period (Janata, 2009;
FIGURE 1.27). Moreover, music affects emotions and thoughts. Listening to sad back-
ground music leads young children to interpret a story negatively, whereas listening
to happy background music leads them to interpret the story much more positively
(Ziv & Goshen, 2006). Our cognitive expectations also shape how we experience
music (Collins, Tillmann, Barrett, Delbé, & Janata, 2014).

A study of music at the social level of analysis might compare the types of music
people prefer when they are in groups with the types they prefer when alone. Psychol-
ogists have also sought to answer the question of whether certain types of music
promote negative behaviors among listeners. For instance, researchers in Quebec
found that certain types of rap music, but not hip-hop, were associated with more
deviant behaviors, such as violence and drug use (Miranda & Claes, 2004). Of course,
such associations do not mean that listening to music causes the behaviors studied. It
could just as easily be that people practice the behaviors first and then develop these
musical preferences. Listening to music with prosocial lyrics, however, led research
participants to be more empathic and increased their helping behavior (Greitemeyer,
2009).

The cross-cultural study of music preferences has developed into a separate field,
ethnomusicology. One finding from this field is that African music has rhythmic
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Thinking, decision making,
language, memory, seeing, hearing

Observable actions, responses,
physical movements

Groups, relationships, persuasion,
influence, workplace
Attitudes, stereotypes, perceptions

Norms, beliefs, values, symbols,
ethnicity

FIGURE 1.26
Levels of Analysis

FIGURE 1.27

Your Brain on Music

The researcher Petr Janata played
familiar and unfamiliar music to study
participants. As shown here, many
regions of the brain were activited by
the music. Activity in green indicates
familiarity with the music, activity in
blue indicates emotional reactions to
the music, and activity in red indicates
memories from the past. The yellow
section in the frontal lobe links
together familiar music, emotions,
and memories. This area is active, for
example, if you have a fond memory
of dancing to a particular song in
junior high school.




structures different from those in Western music (Agawu, 1995), and these differ-
ences in turn may reflect the important role of dancing and drumming in African
culture. Because cultures prefer different types of music, some psychologists have
noted that attitudes about outgroup members can color perceptions of their musi-
cal styles. For example, researchers from the United States and the United Kingdom
found that the societal attitudes toward rap and hip-hop music revealed subtle preju-
dicial attitudes against blacks and a greater willingness to discriminate against them
(Reyna, Brandt, & Viki, 2009).

Asthese examples show, research at differentlevels of analysis is creating a greater
understanding of the psychology of music. Adding to that understanding is innova-
tive research combining two or more levels of analysis. More and more, psychologi-
cal science emphasizes examining behavior across multiple levels in an integrated
fashion. Often psychologists collaborate with researchers from other scientific
fields, such as biology, computer science, physics, anthropology, and sociology. Such
collaborations are called interdisciplinary. For example, psychologists interested in
understanding the hormonal basis of obesity might work with geneticists exploring
the heritability of obesity as well as with social psychologists studying human beliefs
about eating. Crossing the levels of analysis usually provides more insights than
working within only one level. The Gestalt psychologists were right in asserting that
the whole is different from the sum of its parts. Throughout this book, you will see
how this multilevel approach has led to breakthroughs in understanding psychologi-
cal activity.

SUBFIELDS IN PSYCHOLOGY FOCUS ON DIFFERENT LEVELS OF ANALYSIS
Psychologists work in many different settings. The setting often depends on whether
the psychologist’s primary focus is on research, teaching, or applying scientific
findings to improving the quality of daily living. Researchers who study the brain,
the mind, and behavior may work in schools, businesses, universities, or clinics.
There are also psychological practitioners, who apply the findings of psychological
science to do things such as help people in need of psychological treatment, design
safe and pleasant work environments, counsel people on career paths, or help
teachers design better classroom curricula. The distinction between science and
practice can be fuzzy, since many researchers are also practitioners. For example,
many clinical psychologists both study people with psychological disorders and
treat those people.

A scientist will choose to study at a particular level of analysis—or more than one
level—based on his or her research interests, general theoretical approaches, and
training. Because the subject matter of psychology is vast, most psychologists focus
within relatively large subfields. Many of the subfields are represented by specific
chapters of this book. Following are some of the most popular subfields.

Neuroscience/biological psychologists are particularly interested in examining
how biological systems give rise to mental activity and behavior. For example, they
may study how certain chemicals in the brain control sexual behavior, how damage to
certain brain regions disrupts feeding, or how different environments lead different
genes to be expressed.

Cognitive psychologists study cognition, perception, and action. They investigate
processes such as thinking, perceiving, problem solving, decision making, using
language, and learning. Today, many of these psychologists are cognitive neuro-
scientists, who study brain activity to understand how the brain accomplishes these
processes.

Developmental psychologists study how people change across the life span, from
infancy through old age. For example, they are interested in how children learn to
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speak, how they become moral beings, how adolescents form their identities, and
how older adults can maintain their mental abilities in the face of typical age-related
declines in those abilities.

Personality psychologists seek to understand enduring characteristics that people
display over time and across circumstances, such as why some people are shy whereas
others are outgoing. They examine how genes, circumstances, and cultural context
shape personality.

Social psychologists focus on how people are affected by the presence of others
and how they form impressions of others. For instance, they might study what people
believe about members of other groups, when people are influenced by others to
behave in certain ways, or how people form or dissolve intimate relationships.

Cultural psychologists seek to understand how people are influenced by the soci-
etal rules that dictate behavior in the cultures in which they are raised. For example,
they study how societal rules shape self-perception, how they influence interpersonal
behavior, and whether they produce differences in perception, and whether they
produce differences in cognition.

Clinical psychologists are interested in the factors that cause psychological disor-
ders and the methods best used to treat them. For example, they might study the
factors that lead people to feel depressed, the types of therapy that are most effec-
tive for alleviating depression, and ways in which the brain changes as a result of
therapy.

Counseling psychologists overlap with clinical psychologists. They seek to improve
people’s daily lives, but they work more with people facing difficult circumstances
than with those who have serious mental disorders. For example, they provide marital
and family counseling, provide career advice, and help people manage stress.

School psychologists work in educational settings. They help students with prob-
lems that interfere with learning, design age-appropriate curricula, and conduct
assessment and achievement testing.

Industrial and organizational psychologists are concerned with behavior and
productivity in industry and the workplace. They develop programs to motivate
workers by building morale and improving job satisfaction, design equipment and
workspaces so that workers can easily perform their duties and avoid accidents, and
assist with identifying and recruiting talented workers.

These are the major categories of psychology, but psychologists pursue many
more specialties and research areas. For instance, forensic psychologists work in legal
settings, perhaps helping choose juries or identifying dangerous offenders. Sports
psychologists work with athletes to improve their performance, perhaps teaching
athletes how to control their thoughts during pressure situations. Many psycholo-
gists follow an interdisciplinary approach that crosses these categories, such as those
who use the methods of neuroscience to study topics traditionally examined by social
psychologists. Another interdisciplinary approach is used by health psychologists,
who study the factors that promote or interfere with physical health, such as how
stress may cause disease.

A number of careers in psychology are predicted to grow substantially over the
next decade. The growth areas include providing advice for programs that aim to
tackle societal problems (e.g., the Bill and Melinda Gates Foundation); working with
older adults, since they will make up an increasing proportion of the population;
working with soldiers returning from conflicts in various parts of the world; working
with homeland security to study terrorism; consulting with industry; and advising on
legal matters based on courtroom expertise (DeAngelis, 2008). Because psychologists
are concerned with nearly every aspect of human life, what they study is remarkably
diverse, as you will soon discover in the following chapters.
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Using
Psychology
in Your Life

Will Psychology
Benefit Me in
My Career?

Some students take introductory
psychology courses because of along-
standing interest in people and the desire
to learn more about what makes people,
including themselves, tick. Others enroll
because they wish to fulfill a general
education requirement or because the
class is a prerequisite for another course
they are eager to take. Whatever your
reason for being in this class, the things
you will learn in this book will be highly
relevant to multiple aspects of your life,
including your chosen career.

Many careers involve interacting with
coworkers, customers, clients, or patients
(FIGURE 1.28). In these cases, under-
standing what motivates people, how to
influence them, and how to support them
is essential. For instance, a medical practi-
tioner with interpersonal skills will create
rapport with patients. That rapport may
prompt the patients to be honest about
their health behaviors, and the resulting
disclosures may improve the practitioner’s
ability to accurately diagnose the patients’
medical conditions. A rehabilitation nurse
who understands the psychological chal-
lenges of complying with medical advice is
better equipped to help patients respond
to those challenges and thus improve.
Given the many ways psychology is rele-

Summing Up

vant to the medical field, it is not surprising
that the Medical College Admission Test
(MCAT), the standardized test required for
admission to medical school, now includes
an extensive 95-minute section on the
psychological, social, and biological foun-
dations of behavior.

Of course, many people outside the
medical field use psychology every day.
Teachers manage their students’ behav-
ior and foster their students’ motivation
to learn. Police officers gather eyewitness
reports, elicit confessions, and control the
behavior of both individuals and crowds.
People in sales, marketing, and branding
craft messages, create campaigns, and
help manufacturers increase the appeal
of their products. Anyone who works on a
team benefits from knowing how to play
nice, to engage in effective problem solv-
ing, and to focus on the task at hand.

Other workers shape information or
technology that will be used by consum-
ers or the public. For the information or
technology to be accessible and effec-
tive, these workers need to understand
how people make sense of information
and the psychological barriers to modify-
ing existing beliefs or adopting new tech-
nologies. For example, an engineer who
designs cockpits for airplanes benefits

What Are the Latest Developments in Psychology?

= Four themes characterize the latest developments in psychological science:

1. Biology is increasingly emphasized in explaining psychological phenomena. A biological
revolution has energized psychological research into how the brain enables the mind.
Among the revolutionary developments are increasing knowledge of brain chemistry, the
use of technologies that allow researchers to observe the brain in action, and the mapping
of the human genome.

2. Evolution is increasingly important. Psychological science has been influenced heavily
by evolutionary psychology, which argues that the brain has evolved in response to our
ancestors’ problems of survival.

3. Culture provides adaptive solutions. Contemporary psychology is characterized by
an increasing interest in cultural norms and their influence on thought processes and
behavior. Cultural norms reflect solutions to problems that were worked out by previous
generations and transmitted to successive generations through learning.

4. Psychological science now crosses levels of analysis. Psychologists share the goal of
understanding mind, brain, and behavior. In approaching that goal, psychologists focus on
the same problems at different levels of analysis: biological, individual, social, and cultural.

= Most problems in psychology require studies at each level. There are diverse subfields in
psychology, and the subfields focus on different levels of analysis.
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from knowing how human attention
shifts during an emergency. A statis-
tician who understands how people
process visual cues is well equipped to
create graphs that will help consumers
make accurate impressions of the data.

What about someone who works with
animals? A solid grasp of psychologi-
cal topics, such as the biological basis
of behavior, can help in the training
and retraining of nonhuman creatures.
For example, an animal trainer could
use behavior modification techniques
(discussed in Chapter 6) to motivate
an injured animal to engage in physical
therapy.

Psychology is even relevant to tradi-
tionally solo enterprises. Fiction writers
create compelling characters, convey
personalities, indicate psychological
depth, depict relatable struggles, and
evoke emotions in readers. A fire spot-
ter, who sits alone high above the trees
looking for smoke plumes, must notice
and interpret environmental anomalies.
And that fire spotter, like an explorer
who treks through uninhabited lands,
must navigate the psychological chal-
lenges of extreme isolation.

In fact, is there a single career in
which an understanding of psychology

Measuring Up

FIGURE 1.28

Studying Psychology Develops
Interpersonal Skills

Dealing with other people is an important
part of most careers. (@) Medical
professionals need to gauge people’'s moods
and their motivations to recover. (b) Teachers
need to understand people's behavior

and how people learn. (¢) To convince
people to buy products, salespeople need

to understand the relationship between
motivation and emotion.

would not be at least a little bit helpful?
Whatever your chosen field, understand-
ing psychology will help you under-
stand yourself and thus help you do
your job.

Match each example below with one of the following recent developments in
psychological science: biology is increasingly emphasized in explaining psychological
phenomena, evolutionary thinking is increasingly influential, culture provides adaptive
solutions, and psychological science now crosses levels of analysis.

a. In a study of prejudice, psychologists used an attitudes test and brain imaging
when participants looked at pictures of African Americans' faces and of European

Americans' faces.

b. When psychologists study a disorder of the mind, they frequently look at genetic
factors that might be involved in causing the disorder.

c. To understand contemporary human behavior, psychologists often consider the
environmental challenges that our ancestors faced.

d. In a study of immigrants, psychologists examined the customs and practices that the
immigrants adopted when they migrated to their new country.
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Your Chapter Review

Chapter Summary

1.1 What Is Psychological Science?

Psychological Science Teaches Critical Thinking: The use of
critical thinking skills improves how people think. Amiable skepti-
cism, an important element of science, requires a careful examination
of how well evidence supports a conclusion. Using critical thinking
skills and understanding the methods of psychological science are

important for evaluating research reported in the popular media.

Psychological Reasoning Examines How People Typically
Think: People engage in common errors in thinking, which probably
evolved as a way to quickly categorize information to promote rapid
decision making. However, these errors often result in faulty conclu-
sions. Some common errors in thinking include ignoring evidence
(confirmation bias), failing to accurately judge source credibility,
misunderstanding or not using statistics, seeing relationships that
do not exist, using relative comparisons, accepting after-the-fact
explanations, taking mental shortcuts, and failing to see one’s own
inadequacies (self-serving bias). Using psychological reasoning can
help people overcome these errors and biases in thinking.

1.2 What Are the Scientific Foundations of

Psychology?

The Nature/Nurture Debate Has a Long History: Nature and
nurture depend on each other. Their influences often cannot be

separated.

The Mind/Body Problem Also Has Ancient Roots: Dualist
notions about the separation of the brain and mind have been
replaced with the idea that the (physical) brain enables the mind.
Brain and mind are one.

Experimental Psychology Began with Introspection: Psychol-
ogy’s intellectual history dates back thousands of years. As a formal
discipline, psychology began in 1879, in Wilhelm Wundt’s labora-
tory in Germany. Using the technique of introspection, scientists
attempted to understand conscious experience.

Introspection and Other Methods Led to Structuralism:
Structuralists used introspection to identify the basic underlying
components of conscious experience. Structuralists attempted to
understand conscious experience by reducing it to its structural

elements.

Functionalism Addressed the Purpose of Behavior: Accord-
ing to functionalists, the mind is best understood by examining its

functions and purpose, not its structure.

Gestalt Psychology Emphasized Patterns and Context in
Learning: Gestalt psychologists asserted that the whole experi-
ence (the gestalt) is different from the sum of its parts. As a result,
they emphasized the subjective experience of perception.

CHAPTER 1 THE SCIENCE OF PSYCHOLOGY

Freud Emphasized Unconscious Conflicts: Freud advanced the
idea that unconscious processes are not readily available to aware-
ness but nevertheless influence behavior. This understanding had
an enormous impact on psychology.

Behaviorism Studied Environmental Forces: Discoveries that
behavior is changed by its consequences caused behaviorism to
dominate psychology until the 1960s.

Cognitive Approaches Emphasized Mental Activity: The
cognitive revolution and the computer analogy of the brain led to
an emphasis on mental activity. Cognitive neuroscience, which
emerged in the 1980s, is concerned with the neural mechanisms
(mechanisms involving the brain, nerves, and nerve cells) that
underlie thought, learning, and memory.

Social Psychology Studies How Situations Shape Behavior:
Work in social psychology has highlighted how situations and other
people are powerful forces in shaping behavior.

Science Informs Psychological Treatments: Psychological disor-
ders are influenced by both nature (biological factors) and nurture
(environmental factors). Scientific research has taught psycholo-
gists that no universal treatment exists for psychological disorders.
Instead, different treatments are effective for different disorders.

|1.3 What Are the Latest Developments in

Psychology?

Biology Is Increasingly Emphasized in Explaining Psycho-
logical Phenomena: Tremendous advances in neuroscience have
revealed the working brain. Mapping of the human genome has
furthered the role of genetics in analyzing both behavior and disease.
These advances are changing how we think about psychology.

Evolutionary Thinking Is Increasingly Influential: Evolution of
the brain has helped solve survival and reproductive problems and
helped humans adapt to their environments. Many modern behav-
iors reflect adaptations to environmental pressures faced by our
ancestors.

Culture Provides Adaptive Solutions: Cultural norms specify
how people should behave in different contexts. They reflect solu-
tions to adaptive problems that have been worked out by a group of
individuals, and they are transmitted through learning.

Psychological Science Now Crosses Levels of Analysis:
Psychologists examine behavior from various analytical levels:
biological (brain systems, neurochemistry, genetics), individ-
ual (personality, perception, cognition), social (interpersonal
behavior), and cultural (within a single culture, across several
cultures). Psychology is characterized by numerous subfields.
Within each subfield, psychologists may focus on one or more
levels of analysis.
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Practice Test

4. Several schools of thought in psychology are listed below. Match

1. When you mention to your family that you enrolled in a psychology

course, your family members share their understanding of the field.

Which comment best reflects psychological science?

a. “You're going to learn how to get in touch with your feelings.” George Miller, Ulrich Neisser, B. F. Skinner, Edward Titchener,
b. “The concept of ‘psychological science’ is such an oxymoron. It is John B. Watson, Max Wertheimer, Wilhelm Wundt.

impossible to measure and study what goes on in people’s heads.” a. structuralism
c. “Ithink you'll be surprised by the range of questions b. functionalism

psychologists ask about the mind, the brain, and behavior, not c. Gestalt psychology

to mention the scientific methods they use to answer these d. behaviorism

questions.” e. cognitive psychology
d. “Bythe end of the class, you'll be able to tell me why I am the f. social psychology

way I am.”

. . o 5. Match each description with one of the following theoretical
2. Match each definition with one or more of the following ideas . . X i L
. . . . ideas: dualism, introspection, localization, stream of
from evolutionary theory: adaptations, natural selection, survival .
) consciousness.
of the fittest. . L. . .
) o ) a. asystematic examination of subjective mental experience that
a. Changes that endow physical characteristics, skills, and . i i
o ) . ) requires people to inspect and report on the contents of their
abilities can increase an organism’s chances of survival and of
ducti thoughts
reproduction.
p. ) ) . . b. the notion that the mind and the body are separate and
b. Individuals better adapted to their environment will leave L
fFsri distinct
more offspring.
] pring ) c. some psychological processes are located in specific parts of
c. Organisms’ adaptive changes are passed along, and changes the brai
e brain
that hinder both survival and reproduction are not. . . .
d. acontinuous series of ever-changing thoughts
3. Titles of recent research articles appear below. Indicate which

of the four levels of analysis—cultural, social, individual, or 6. Imagine you have decided to seek mental health counseling.

biological—each article likely addresses.

d.

Pals, problems, and personality: The moderating role
of personality in the longitudinal association between
adolescents’ and best friends’ delinquency (Yu, Branje,
Keijsers, Koot, & Meeus, 2013)

. Therole of dynamic microglial alterations in stress-induced

depression and suppressed neurogenesis (Kreisel et al., 2013)

. Culture, gender, and school leadership: School leaders’ self-

perceptions in China (Law, 2013)

Anchoring bullying and victimization in children within a five-
factor model-based person-centred framework (De Bolle &
Tackett, 2013)

The answer key for the Practice Tests can be found at the back of the book.

each of the following psychologists with the school he is most
identified with: William James, Wolfgang Kohler, Kurt Lewin,

You mention this to a few of your friends. Each friend shares an
opinion with you. Based on your understanding of psychological
science, which friend offers the strongest advice?

a. “I'wouldn’t bother if I were you. All therapy is a bunch of
psychobabble.”

“I'know a therapist who uses this really cool method that can

9

fix any problem. Seriously, she knows the secret!”
c

.

“That’s great! Psychologists do research to figure out which
interventions are most helpful for people with different
concerns.”

d. “Well, I guess if you like relaxing on couches and talking, you
might get alot out of therapy.”
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Research
Methodology

ADMIT IT. EVEN THOUGH YOU KNEW it was probably a bad idea at the time,
you have used your cell phone to talk or text when it was unwise to do so.
Maybe you were in class and could not resist looking at a Snapchat someone
just sent you. Or you were walking to class and crossing busy roads while chat-
ting with one of your parents. Or maybe you sent a text message while driving
to say you were running late. You are not alone. The risky use of cell phones is
common. Various studies have found that 80 percent to 90 percent of college
students admit texting while driving on at least one occasion (Harrison, 2011).
Unfortunately, texting or phoning while driving can be disastrous.

In 2009, a Boston trolley driver who was texting his girlfriend while on the
job rear-ended another trolley, sending 49 people to the hospital and costing
the transit system nearly $10 million. In 2007, five recent high school gradu-
ates were killed in an accident in upstate New York. The inexperienced driver
had been talking on her cell phone minutes before the accident and might have
been responding to a text seconds before she crossed the road and struck a
semi-trailer head on. In January 2010, 17-year-old Kelsey Raffaele (FIGURE 2.1)
was driving after school and decided to pass a slower vehicle in front of her.
When she saw an oncoming vehicle in the passing lane, she misjudged the
distance and crashed, fatally. Kelsey was talking to a friend on her cell phone
while driving. Her last words were “Oh [no], I'm going to crash.”

Talking on the phone while driving is risky, but texting while driving is even
worse, dramatically increasing your chances of having an accident (Dingus,
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FIGURE 2.1

Phoning While Driving
Phoning while driving is extremely
unsafe. Kelsey Raffaele lost her
life because she engaged in this
dangerous behavior.

Learning
Objectives

= |dentify the four primary goals
of science.

= Describe the scientific method.

= Differentiate among theories,
hypotheses, and research.

data

Measurable outcomes of research
studies.

Hanowski, & Klauer, 2011). In laboratories, researchers have examined these
practices by using driving simulators (FIGURE 2.2). In studies that examined
the effects of texting on driving, participants had either less than six months
of driving experience (Hosking et al., 2009) or on average five years of driving
experience (Drews et al., 2009). The participants “drove"” either undistracted
or while sending and receiving texts. All participants texting while driving
missed more landmarks, made more driving errors, and crashed more than
participants who were driving undistracted.

Yet in a 2012 survey by the National Highway Traffic Safety Administration
(NHTSA), 25 percent of drivers reported that they believed that texting while
driving made no difference on driving performance. Why would people hold
this belief? As discussed in Chapter 1, we are often poor judges of our own
behavior. We feel overconfident about our abilities and fail to see our own
weaknesses. Because we tend to overestimate our own driving abilities—
seeing ourselves as “good” drivers even when we are not—-we also tend to
underestimate the dangers we face, such as through texting while driving.
In one study, the participants who most overestimated their ability to drive
when distracted were the ones who used the cell phone more while driving in
everyday life—and they had worse driving records than the other participants
(Schlehofer et al., 2010).

So how can we confirm (and convince people) that texting while driving is
dangerous? Indeed, how can we confirm (and convince people of) any claim
that is made? This chapter will describe how evidence is gathered and verified
in psychology. By understanding these processes, you will learn how to inter-
pret information that is being presented to you. And by understanding how to
interpret information, you will become an educated consumer and presenter
of information.

2.1 How Is the Scientific Method Used
in Psychological Research?

This chapter will introduce you to the science and the practice of psychological
research methods. You will learn the basics of collecting, analyzing, and interpreting
the data of psychological science, the measurable outcomes of research studies. In
this way, you will come to understand how psychologists study behavior and mental
processes. You will also learn how to effectively evaluate claims so you can become a
more educated consumer of information.

Science Has Four Primary Goals

There are four primary goals of science: description, prediction, control, and expla-
nation. Thus, the goals of psychological science are to describe what a phenom-
enon is, predict when it will occur, control what causes it to occur, and explain why
it occurs. For example, consider the observation that texting interferes with driving.
To understand how this interference happens, we need to address each of the four
goals.
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We begin by asking: How many people really text while driving? Answering this
question can help us describe the phenomenon of texting while driving—as in noting
how prevalent this unsafe behavior is. Now, under what circumstances are people
likely to text while driving? Answering this question can help us predict when texting
while driving may occur—as in which people tend to engage in the behavior. Next, how
can we know that texting is the source of the problematic driving? Answering this
question can help us be sure that it is texting and not some other factor that is respon-
sible for the observed effects. Ultimately, knowing the answers to each of these ques-
tions leads to the question of why texting interferes with driving. Is it because people
use their hands to text, or that they take their eyes off the road, or that it interferes
with their mental ability to focus on driving?

Careful scientific study also allows us to understand other aspects of texting and
driving, such as why people do it in the first place. Understanding how texting inter-
feres with driving skills and why people continue to text while driving, even when they
know it is dangerous, will allow scientists, technology developers, and policymakers
to develop strategies to reduce the behavior.

Critical Thinking Means Questioning and
Evaluating Information

Asyoulearned in Chapter 1, one important goal of your education is to become a criti-
cal thinker. Critical thinking was defined in Chapter 1 as systematically questioning
and evaluating information using well-supported evidence. As this definition makes
clear, critical thinking is an ability—a skill. It is not something you can just memo-
rize and learn, but something you have to practice and develop over time. Most of
your courses should provide opportunities for you to practice being a critical thinker.
Critical thinking is not just for scientists. It is essential for becoming an educated
consumer of information.

The first step in critical thinking is to question information. What kind of infor-
mation? To develop the skeptical mindset you need for critical thinking, you should
question every kind of information. For any claim you see or hear, ask yourself, “What
is the evidence in support of that claim?” For example, in the opening vignette of this
chapter, we made the claim that texting while driving is dangerous. What kind of
evidence did we present in support of this claim? Was the evidence based on direct,
unbiased observation, or did it seem to be the result of rumor, hearsay, or intuition? In
fact, think of your own beliefs and behavior. Do you believe that texting while driving
isdangerous? If you do, what evidence led you to this belief? If you believe that texting
while driving is dangerous, do you still text while driving? If so, why do you do it? Do
you think the evidence you have seen or heard is not very good? If so, what makes the
evidence not very good?

Another aspect of questioning when thinking criti-
cally is to ask for the definition of each part of the claim.

I

FIGURE 2.2

Driving Simulator

This apparatus enables researchers to
study driving skills in the laboratory.

For example, imagine you hear the claim that using a cell
phone while driving is more dangerous than driving while
intoxicated (see “Scientific Thinking: Cell Phone Versus
Intoxication,” on p. 36). Upon hearing this claim, a criti-

cal thinker immediately asks for definitions. For example,
what do they mean by “using a cell phone”? Do they mean
talking or texting? Do they mean a handheld or a hands-
free device? And what do they mean by “intoxicated”?
Would achieving this state require only a little alcohol or
alot of alcohol? Could the person have used another drug?
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Scientific Thinking

Cell Phone Versus Intoxication

HYPOTHESIS: Using a cell phone while driving is more dangerous than driving while intoxicated.

RESEARCH METHOD: Forty adults, ranging in age from 22 to 34, were recruited by a newspaper advertise-
ment to participate in a research study on driving. In the study, the participants were asked to perform two
separate tests in a driving simulator: (a) driving while having verbal conversations via a hand-held or hands-
free device, and (b) driving after consuming enough alcohol to achieve a .08 percent blood-alcohol content
(BAC), a level that is at or above the legal limit for intoxication in most states (see table). To establish their
baseline driving performances, all the participants initially drove in the simulator without talking on the phone
and without having consumed alcohol.

The tests occurred on two different days. Half of the participants talked on the phone while driving the first
day and drank before driving on the second day. The other half drank before driving on the first day and talked
on the phone while driving the second day.

RESULTS: Compared to the baseline driving performance, talking on the phone (with either a hand-held or
hands-free device) caused a delayed response to objects in the driving scene, including brake lights on the
car ahead, and a greater number of rear-end collisions. When they were intoxicated, the participants drove
aggressively. They followed other cars more closely and hit the brake pedal much harder than they did in the
baseline condition. Talking on a cell phone produced more collisions than driving while intoxicated.

CONCLUSION: Both talking on the cell phone and driving while intoxicated led to impaired driving compared
to the baseline condition. Talking on the cell phone, whether holding the phone or not, led to more collisions
than when the participants were intoxicated.

SOURCE: Strayer, D. L., Drews, F. A., & Crouch, D. J. (2006). A comparison of the cell phone driver and the
drunk driver. Human Factors: The Journal of the Human Factors and Ergonomics Society, 48, 381-391.

Blood Alcohol Content and Its Effects

In the United States, blood alcohol content is measured by taking a sample of a person’s breath
or blood and determining the amount of alcohol in that sample. The result is then converted to a
percentage. For example, in many states the legal limit is .08 percent. To reach this level, a person’s
bloodstream needs to have 8 grams of alcohol for every 100 milliliters of blood.

Different blood alcohol levels produce different physical and mental effects. These effects also
vary from person to person. This table shows typical effects.

BAC LEVEL EFFECTS

.01-.06 Feeling of relaxation

Sense of well-being

Thought, judgment, and coordination are impaired.
.07-.10 Loss of inhibitions

Extroversion

Reflexes, depth perception, peripheral vision, and reasoning are impaired.
.11-.20 Emotional swings

Sense of sadness or anger

Reaction time and speech are impaired.

.21-.29 Stupor

Blackouts

Motor skills are impaired.

.30-.39 Severe depression

Unconsciousness

Breathing and heart rate are impaired.

>.40 Breathing and heart rate are impaired.
Death is possible.

SOURCE: Based on U.S. Department of Transportation, http://www-nrd.nhtsa.dot.gov/Pubs/811385.pdf
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Answering questions of this kind is the second step in critical thinking: the evalua-
tion of information. To answer our questions, we need to go to the source of the claim.

To get to the source of any claim, you need to think about where you first saw or
heard the claim. Did you hear the claim on TV or the radio? Did you read about itin a
newspaper? Did you see it on the Internet? Next, you need to think about the evidence
offered by the source to support the claim.

Here is where the “well-supported evidence” comes in. Does the evidence at the
source of the claim take the form of scientific evidence? Or does it take the form of
intuition or simply someone in authority making the claim? Did the source retrieve
this information from a news wire? Did it come from an interview with a scientist?
Was it summarized from a scientific journal?

In science, well-supported evidence typically means research reports based on
empirical data that are published in peer-reviewed journals (FIGURE 2.3). “Peer review”
is a process by which other scientists with similar expertise evaluate and critique
research reports before publication. Peer review ensures that published reports describe
research studies that are well designed (using appropriate research and analysis meth-
ods, considering all factors that could explain the findings), that are conducted in an ethi-
cal manner, and that address an important question.

However, peer review does not mean that flawed studies are never published. Thus,
critical thinkers must always stay vigilant—always be on the lookout for unreason-
able claims and conclusions that may not be valid interpretations of the data. Hone
your critical thinking skills by practicing them as often as possible. (At the end of this
chapter, the Practice Test includes questions related to designing a scientific study:.
These questions will both help you practice critical thinking and test the knowledge
you have gained from this chapter.)

The Scientific Method Aids
Critical Thinking

Critical thinking is determining whether a claim is supported by evidence. Scien-
tific evidence obtained through research is considered the best possible evidence for
supporting a claim. Research involves the careful collection of data. In conducting
research, scientists follow a systematic procedure called the scientific method. This
procedure begins with the observation of a phenomenon and the question of why that
phenomenon occurred.

The scientific method is an interaction among research, theories, and hypoth-
eses (FIGURE 2.4). A theory is an explanation or model of how a phenomenon works.
Consisting of interconnected ideas or concepts, a theory is used to explain prior
observations and to make predictions about future events. A hypothesis is a specific,
testable prediction, narrower than the theory it is based on.

GOOD THEORIES How canwe decide whether atheoryis good? When we talk about
a good theory, we do not mean that it is good because it is supported by research find-
ings. In fact, one key feature of a good theory is that it should be falsifiable. That is, it
should be possible to test hypotheses generated by the theory that prove the theory
isincorrect. Moreover, a good theory produces a wide variety of testable hypotheses.
For instance, in the early twentieth century, the developmental psychologist
Jean Piaget (1924) proposed a theory of infant and child development (see Chap-
ter 9, “Human Development”). According to Piaget’s theory, cognitive development
occurs in a fixed series of “stages,” from birth to adolescence. From a scientific
standpoint, this theory was good because it led to a number of hypotheses. These
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Peer-Reviewed Journals
Research reports in peer-reviewed
journals are the most trustworthy
source for scientific evidence.

research

A scientific process that involves the
careful collection of data.

scientific method

A systematic and dynamic procedure
of observing and measuring
phenomena, used to achieve the goals
of description, prediction, control, and
explanation; it involves an interaction
among research, theories, and
hypotheses.

theory

A model of interconnected ideas

or concepts that explains what is
observed and makes predictions about
future events. Theories are based on
empirical evidence.

hypothesis

A specific, testable prediction,
narrower than the theory it is
based on.
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The Scientific Method

The scientific method reflects

a cyclical process: A theory is
formulated based on evidence from
many observations and refined based

on hypothesis tests (scientific studies).

From the theory, scientists derive
one or more testable hypotheses.
Scientists then conduct research to
test the hypotheses. Findings from
the research might prompt scientists
to reevaluate and adjust the theory.
A good theory evolves over time, and
the result is an increasingly accurate
model of some phenomenon.
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refute or fail to
support the theory,

which you either

discard or revise
(and then test your

revised theory).

hypotheses concerned the specific kinds of behaviors that should be
observed at each stage of development. In the decades since its proposal,
the theory has generated thousands of scientific papers. Our understand-
ing of child development has been enhanced both by studies that supported
Piaget’s stage theory and by those that failed to support it.

In contrast, Piaget’s contemporary Sigmund Freud (1900), in his famous
treatise The Interpretation of Dreams, outlined the theory that all dreams
represent the fulfillment of an unconscious wish. From a scientific perspec-
tive, Freud’s theory was not good, because it generated few testable hypothe-
sesregarding the actual function of dreams. Since the theory lacked testable
hypotheses, researchers were left with no way to evaluate whether the wish
fulfillment theory was either reasonable or accurate. After all, unconscious
wishes are, by definition, not known to anyone, including the person having
the dreams. As a result, not only is there no way to prove that dreams do
represent unconscious wishes, but there is no way to prove that dreams do
not represent unconscious wishes. Thus, the theory is frequently criticized
for not being falsifiable.

Good theories also tend toward simplicity. This idea has historical roots
in the writings of the fourteenth-century English philosopher William of
Occam. Occam proposed that when two competing theories exist to explain
the same phenomenon, the simpler of the two theories is generally preferred.
This principle is known as Occam’s Razor or the law of parsimony.

HYPOTHESES NEED TO BE TESTED In order to test hypotheses generated by
good theories, we use the scientific method. After an observation has been made
and a theory has been formulated, the scientific method follows a series of six steps
(FIGURE 2.5):

Step 1: Form a Hypothesis

From the opening of this chapter, we have been considering cell phone use while
driving. Say that you now propose a theory, derived from news accounts and scien-
tific studies. Your theory is that cell phone use impairs driving ability. How can you
determine if this theory is true? You design specific tests—that is, specific research
studies—aimed at examining the theory’s prediction. These specific, testable research
predictions are your hypotheses.

If your theory is true, then the tests should provide evidence that using cell phones
while driving causes problems. One of your hypotheses therefore might be: “Using
a cell phone while driving will lead to more accidents.” To test this hypothesis, you
might compare people who use a cell phone frequently while driving with people
who do not use a cell phone frequently while driving. You would record how often the
people in these groups have accidents. If these results do not differ, this finding raises
questions about whether the theory is true.

Step 2: Conduct a Literature Review

Once you form a hypothesis, you want to perform a literature review as soon as possi-
ble. A literature review is a review of the scientific literature related to your theory.
There are many resources available to assist with literature reviews, including scien-
tific research databases such as PsycINFO and PubMed. You can search these data-
bases by keywords, such as “cell phones and driving” or “cell phones and accidents.”
The results of your searches will reveal if and how other scientists have been testing
your idea. For example, different scientists may have approached this topic at differ-
ent levels of analysis (see Chapter 1). Their approaches may help guide the direction
of your research. For example, you might find a study that compares talking on a cell
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Form a Hypothesis Conduct a Literature Review Design a Study

To test the theory “cell phone use You search databases by keywords, You test your hypothesis by selecting
impairs driving ability,” you form such as “cell phones and driving” or the most appropriate research

the hypothesis “Using a cell “cell phones and accidents.” method, as determined by your
phone while driving will lead literature review. To test whether cell
to more accidents.” phone use impairs driving ability, you

could conduct a survey, conduct a
naturalistic observation, or perform
an experiment.

Report the Results Analyze the Data Conduct the Study
9
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Q
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r Q Recruit participants and measure
L their responses.
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Report results and embark on further Analyze whether the data support or
inquiry. You submit results to refute the hypothesis. You analyze
research journals and present the data using appropriate statistical
them at conferences to share them techniques and draw conclusions. If
with the scientific community. You the data do not support the FIGURE 2.5
continue to refine the theory with hypothesis, you either discard the The Scientific Method in Action
further predictions (hypotheses) and theory or revise it (and then test This figure lays out the six steps of
tests. the revision). the scientific method.

phone while driving with texting while driving. You discover that texting is much
more likely to cause accidents. You might then narrow your hypothesis to examine
the specific action of texting.

Step 3: Design a Study

Designing a study refers to deciding which research method (and thus, level of analy-
sis) you want to use to test your hypothesis. To test whether texting causes more acci-
dents, you could conduct a survey: Give people a questionnaire that asks how often
they text while driving. This method is used widely to gain initial insight into your
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hypothesis. In large surveys of high school students and college students, more than
40 percent reported texting while driving at least once in the previous 30 days (Olsen,
Shults, & Eaton, 2013).

Instead of a survey, you could conduct a naturalistic observation: Watch a particu-
lar group of drivers over time and measure how often they text while driving or talk on
a cell phone while driving. To establish how cell phone use affects driving, you could
more intensively examine drivers by placing devices in their cars to measure aspects
such as driving speed and acceleration. Or you could use video cameras to create an
objective record of risky driving behaviors, such as running stop signs. One study of
151 drivers using such methods found that cell phone use, especially texting, was a
strong predictor of crashes and near-crashes (Klauer et al., 2013).

Alternatively, you could perform an actual experiment, assigning one group of
people to texting while driving and a second group of people to no texting, then
comparing the number of accidents they have. Obviously, performing a test of this
kind on public roads would be dangerous and unethical. Thus, for research like this,
scientists use driving simulators that mimic real-world driving conditions. As you
will see later when we discuss the different research methods available to test your
hypothesis, there are advantages and disadvantages to each of these methods.

Step 4: Conduct the Study

Once you choose your research method, you have to conduct the study: Recruit
participants and measure their responses. Many people call this step collecting data
or gathering data. If you conduct a survey to see whether people who use cell phones
while driving have more accidents, your data will include both the frequency with
which people use cell phones while driving and how many accidents they have. All the
research methods require you to clarify how you are defining “driving while texting”
and “accidents.” You must also take care in defining the appropriate size and type
of sample of participants. These issues are addressed more completely later in this
chapter, under the discussions of operational definitions and sampling.

Step 5: Analyze the Data

The next step is to analyze your data. There are two main ways to analyze data. First,
youwant to describe the data. What was the average score? How “typical” is that aver-
age? Suppose the average driver in your study has five years of driving experience.
Does this statement mean five is the most common number of years of driving expe-
rience, or that five is the numerical average if you divide the total number of years
driven by the total number of participants, or that about half of drivers have this many
years of experience?

Second, you will want to know what conclusions you can draw from your data.
Youneed to know whether your results are meaningful or whether they happened by
chance. To determine the usefulness of your data, you analyze the data inferentially.
That is, you ask whether you found a significant effect. Asking this question enables
you to make inferences about your data—to infer whether your findings might be
true for the general population. You accomplish data analyses by using descriptive
and inferential statistics, which are described more completely later in the chapter.

Step 6: Report the Results
Unreported results have no value, because no one can use any of the information.
Instead, scientists make their findings public to benefit society, support the scientific
culture, and also permit other scientists to build on their work. Various forums are
available for distributing the results of scientific research.

Briefreports can be presented at scientific conferences. The most popular formats
for presenting data at conferences are talks and poster sessions. At the latter, people
create large posters that display information about their study. During these sessions,
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researchers stand by their posters and answer questions to those who stop by to read
the poster. Conference presentations are especially good for reporting preliminary
data or for presenting exciting or cutting-edge results.

Full reports should be published in a peer-reviewed scientific journal (see
Figure 2.3). Full reports consist of the background and significance of the
research, the full methodology for how the question was studied, the complete
results of the descriptive and inferential statistical analyses, and a discussion of
what the results mean in relation to the accumulated body of scientific evidence.

Sometimes the results of research are of interest to the general public.
People in the media attend scientific conferences and read scientific journals
so they can report on exciting findings. Eventually, interesting and important
science will reach a general audience.

THE SCIENTIFIC METHOD IS CYCLICAL Once the results of a research J‘/’\%?

study are in, the researchers return to the original theory to evaluate the impli-
cations of the data. If the study was conducted competently (i.e., used appropri-
ate methods and data analysis to test the hypothesis), the data either support the
theory or suggest that the theory be modified or discarded. Then the process starts
all over again. Yes, the same sort of work needs to be performed repeatedly. No single
study can provide a definitive answer about any phenomenon. No theory would be
discarded on the basis of one set of data. Instead, we have more confidence in scien-
tific findings when research outcomes are replicated.

Replication involves repeating a study and getting the same (or similar) results.
When the results from two or more studies are the same, or at least support the same
conclusion, confidence increases in the findings. Ideally, researchers not affiliated
with those who produced the original finding conduct replication studies. These
independent replications provide more powerful support because they rule out the
possibility that some feature of the original setting may have contributed to the find-
ings. Within the last few years, there has been a growing emphasis on replication
within psychological science.

Good research reflects the cyclical process shown in Figure 2.5. In other words, a
theory is continually refined by new hypotheses and tested by new research methods.
In addition, often more than one theory may apply to a particular aspect of human
behavior so that the theory needs to be refined to become more precise.

For instance, the theory that using a cell phone while driving impairs driving
skills might be accurate, but you want to know more. How does using a cell phone
impair driving? You might develop new theories that take into account the skills
needed to be a good driver. You could theorize that using a cell phone impairs driv-
ing because it requires taking your hands off the wheel, or perhaps texting requires
taking your eyes off the road, or perhaps using a cell phone at all impairs your ability
to think about driving. To understand which theory is best, you can design critical
studies that directly contrast theories to see which theory better explains the data.
Replication is another means of strengthening support for some theories and help-
ing weed out weaker theories.

Unexpected Findings Can Be Valuable

Research does not always proceed in a neat and orderly fashion. On the contrary,
many significant findings are the result of serendipity. In its general sense, serendip-
ity means unexpectedly finding things that are valuable or agreeable. In science, it
means unexpectedly discovering something important.

In the late 1950s, the physiologists Torsten Wiesel and David Hubel recorded
the activity of nerve cells in cats’ brains. Specifically, they were measuring the

replication

Repetition of a research study to
confirm the results.
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FIGURE 2.6

Wiesel and Hubel's Dot Pattern
Experiments

Torsten Wiesel (foreground) and
David Hubel are shown with their dot
projector, 1958.

activity of cells in brain areas associated with vision. Hubel and Wiesel (1959) were
studying how information travels from the eye to the brain (a process explored
extensively in Chapter 5, “Sensation and Perception”). They had hypothesized
that certain cells in the visual portion of the brain would respond when the cats
looked at dots. To test that hypothesis, they showed slides of dot patterns to the
cats (FIGURE 2.6). After much disappointing work that produced no significant
activity in the brain cells being observed, the projector suddenly jammed between
slides. The cells in question began to fire at an astonishing rate! What had caused
this firing? Wiesel and Hubel realized that the jammed slide had produced a visual
“edge” on the screen.

Because of this little accident, Wiesel and Hubel discovered that these specific
cells do not respond to simple dots. They eventually received a Nobel Prize for the
serendipitous finding that certain brain cells respond specifically to lines and edges.
Although their discovery is an example of serendipity, these researchers were not
just lucky. They did not stumble onto a groundbreaking discovery that led straight to
a Nobel Prize. Rather, they followed up on their unexpected finding. Thanks to their
critical thinking abilities, they were open to new ideas. After a lifetime of hard work,
they understood the implications of the rapid firing of certain brain cells in response
to straight lines but not to other types of visual stimuli.

Summing Up

How Is the Scientific Method Used in Psychological Research?

= The four primary goals of science are description (describing what a phenomenon is),
prediction (predicting when a phenomenon might occur), control (controlling the conditions
under which a phenomenon occurs), and explanation (explaining what causes a phenomenon
to occur).

= Critical thinking is a skill that helps people become educated consumers of information.
Critical thinkers guestion claims, seek definitions for the parts of the claims, and evaluate
the claims by looking for well-supported evidence.

= The scientific method helps psychologists achieve their goals of describing, predicting,
controlling, and explaining behavior.

= Scientific inquiry relies on objective methods and empirical evidence to answer testable
questions.

= The scientific method is based on the use of theories to generate hypotheses that can be
tested by collecting objective data through research. Good theories are falsifiable and will
generate several testable hypotheses.

= After a theory has been formulated based on observing a phenomenon, the six steps of
the scientific method are forming a hypothesis based on the theory, conducting a literature
review to see how people are testing the theory, choosing a research method to test the
hypothesis, conducting the research study, analyzing the data, and reporting the results.

m Scientists examine the results to see how well they match the original hypothesis. The
theory must be adjusted as new findings confirm or disconfirm the hypothesis.

= Unexpected (serendipitous) discoveries sometimes occur, but only researchers who are
prepared to recognize their importance will benefit from them. Although unexpected
findings can suggest new theories, these findings must be replicated and elaborated.

Measuring Up

1. How are theories, hypotheses, and research different?

a. Theories ask questions about possible causes of thoughts, emotions, and behaviors.
Hypotheses provide the empirical answers. Research is used to examine whether
theories are correct.
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b. Theories are broad conceptual frameworks. Hypotheses are derived from theories and
are used to design research that will support or fail to support a theory. Research is a
test of the hypotheses.

c. Theories are assumed to be true. Hypotheses need to be tested with appropriate
experiments. Research is the final step.

d. Theories do not require data for their verification because they are abstract.
Hypotheses depend on experimental findings. Research uses human participants to
test theories and hypotheses.

2. Why is critical thinking so important?

a. Critical thinking is important only for scientists who need to do experiments.

b. Critical thinking enables us to interpret information and evaluate claims.

c. Critical thinking is necessary for science and math, but it is not important for other
disciplines.
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2.2 What Types of Studies Are Used
in Psychological Research?

Once a researcher has defined a hypothesis, the next issue to be addressed is the
type of research method to be used. There are three main types of research meth-
ods: descriptive, correlational, and experimental. These methods differ in the extent
to which the researcher has control over the variables in the study. The amount of
control over the variables in turn determines the type of conclusions the researcher
can draw from the data.

All research involves variables. A variable is something in the world that can vary
and that the researcher can manipulate (change), measure (evaluate), or both. In a
study of texting and driving ability, some of the variables would be number of texts
sent, number of texts received, familiarity with the texting device, how coordinated a
person is, and driving ability and cell phone experience.

Scientists try to be as specific and as objective as possible when describing vari-
ables. Different terms are used to specify whether a variable is being manipulated or
measured. An independent variable is the variable that gets manipulated. A dependent
variable is the variable that gets measured, which is why it is sometimes called the
dependent measure. Another way to think of the dependent variable is as the outcome
that gets measured after a manipulation occurs. That is, the value of the dependent
variable depends on the changes produced in the independent variable. Since inde-
pendent variables are specific to the experimental research method, independent and
dependent variables will be described more completely in that section of this chapter.

In addition to determining what variables will be studied, researchers must define
these variables precisely and in ways that reflect the methods used to assess them.
They do so by developing an operational definition. Operational definitions are impor-
tant for research. They qualify (describe) and quantify (measure) variables so the
variables can be understood objectively. The use of operational definitions enables
other researchers to know precisely what variables were used, how they were manip-
ulated, and how they were measured. These concrete details make it possible for
other researchers to use identical methods in their attempts to replicate the findings.

For example, if you choose to study how driving performance is affected by cell
phone use, how will you qualify cell phone use? Do you mean talking, texting, reading

Learning
Objectives

= Distinguish between
descriptive studies,
correlational studies, and
experiments.

= List the advantages and
disadvantages of different
research methods.

= Explain the difference between
random sampling and random
assignment, and explain when
each might be important.

variable

Something in the world that can vary
and that a researcher can manipulate
(change), measure (evaluate), or both.

independent variable

The variable that gets manipulated in
a research study.

dependent variable

The variable that gets measured in a
research study.

operational definition

A definition that qualifies (describes)
and quantifies (measures) a variable
so the variable can be understood
objectively.
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FIGURE 2.7

Descriptive Methods
Observational studies—such as this
one, using a one-way mirror-are

a method that researchers use to
describe behavior objectively.

descriptive research

Research methods that involve
observing behavior to describe
that behavior objectively and
systematically.

case study

A descriptive research method that
involves the intensive examination of
an unusual person or organization.

FIGURE 2.8

Case Study Data

In this image of Patient N.A., you

can see where the miniature foil
penetrated brain regions that had not
traditionally been seen as involved

in memory. This case study provided
new insights into how the brain
creates memories.
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content, or some combination of these activities? How will you then
quantify cell phone use? Will you count how many times a person uses
the cell phone in an hour? Then, how will you quantify and qualify driv-
ing performance so you can judge whether it is affected by cell phone use?
Will you record the number of accidents, the closeness to cars up ahead,
the reaction time to red lights or road hazards, speeding? The operational
definitions for your study need to spell out the details of your variables.

Descriptive Research Consists of Case
Studies, Observation, and Self-Report
Methods

Descriptive research involves observing behavior to describe that behavior objec-
tively and systematically. Descriptive research helps scientists achieve the goals of
describing what phenomena are and (sometimes) predicting when or with what other
phenomena they may occur. However, by nature, descriptive research cannot achieve
the goals of control and explanation (only the true experimental method, described
later in this chapter, can do that).

Descriptive methods are widely used to assess many types of behavior. For exam-
ple, an observer performing descriptive research might record the types of foods that
people eat in cafeterias, measure the time that people spend talking during an average
conversation, count the number and types of mating behaviors that penguins engage
in during their mating season, or tally the number of times poverty or mental illness
is mentioned during a presidential debate (FIGURE 2.7). Each of these observations
offers important information that can be used to describe current behavior and even
predict future behavior. In no case does the investigator control the behavior being
observed or explain why any particular behavior occurred.

There are three basic types of descriptive research methods: case studies; observa-
tions; and self-report methods and interviews.

CASE STUDIES A case study is the intensive examination of an unusual person
or organization. By intensive examination, we mean observation, recording, and
description. An individual might be selected for intensive study if he or she has a
special or unique aspect, such as an exceptional memory, a rare disease, or a specific
type of brain damage. An organization might be selected for intensive study because
itis doing something very well (such as making a lot of money) or very poorly (such as
losing alot of money). The goal of a case study is to describe the events or experiences
that lead up to or result from the exceptional aspect.

One famous case study in psychological science involves a young American man
whose freak injury impaired his ability to remember new information (Squire, 1987).
N.A. was born in 1938. After a brief stint in college, he joined the Air Force and was
stationed in the Azores, where he was trained to be a radar technician. One night, he
was assembling a model airplane in his room. His roommate was joking around with a
miniature fencing foil, pretending to jab at the back of N.A.’s head. When N.A. turned
around suddenly, his roommate accidentally stabbed N.A. through the nose and up
into his brain (FIGURE 2.8).

Although N.A. seemed to recover from his injury in most ways, he developed
extreme problems remembering events that happened to him during the day. He could
remember events before his accident, and so he was able to live on his own, keeping
his house tidy and regularly cutting his lawn. It was new information that he could
not remember. He had trouble watching television because he forgot the storylines,
and he had difficulty holding conversations because he forgot what others had just
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said. Subsequent studies of N.A’s brain using imaging techniques revealed damage to
specificregions not traditionally associated with memory difficulties (Squire, Amaral,
Zola-Morgan, Kritchevsky, & Press, 1989). The case study of N.A. helped researchers
develop new models of the brain mechanisms involved in memory.

However, not everyone who suffers damage to this brain region experiences the
same types of problems as N.A. Such differences highlight the major problem with
case studies. Because only one person or organization is the focus of a case study,
scientists cannot tell from that study if the same thing would happen to other people
or organizations who have the same experience(s). The findings from case studies do
not necessarily generalize, or apply to the general population.

OBSERVATIONAL STUDIES Two main types of observational techniques are
used in research: participant observation and naturalistic observation. In participant
observation (FIGURE 2.9), the researcher is involved in the situation. In naturalistic
observation (FIGURE 2.10), the observer is passive, separated from the situation and
making no attempt to change or alter ongoing behavior.

CODING These observational techniques involve the systematic assessment and
coding of overt behavior. Suppose you hear about a person who was texting while
walking, stumbled off a curb, and was killed by an oncoming truck. You develop the
hypothesis that using a cell phone while walking can cause problems with walking.
How do you operationally define “problems with walking”? Once you have defined
your terms, you need to code the forms of behavior you will observe. Your coding
might involve written subjective assessments (e.g., “He almost got hit by a car when
he walked into traffic”). Alternatively, your coding might use predefined categories
(e.g., “1. Walked slowly,” “2. Walked into traffic,” “3. Stumbled”). Perhaps, after record-
ing your data, you would create an index of impaired walking behavior by adding
together the frequencies of each coded category. You might then compare the total
number of coded behaviors when people were using a cell phone or not. Studies such
as these have shown that cell phone use does impair walking ability (Schwebel et al.,
2012; Stavrinos, Byington, & Schwedel, 2011). Pedestrian accidents—not all of them
involving cell phones—Kkill more than 500 college-age students per year and injure
more than 12,000 (National Highway Traffic Safety Administration, 2012b).

REACTIVITY When conducting observational research, scientists must consider
the critical question of whether the observer should be visible. The concern here is
that the presence of the observer might alter the behavior being observed. Such an
alterationis called reactivity. People may feel compelled to make a positive impression
on an observer, so they may act differently when they believe they are being observed.
For example, drivers who know they were being observed might be less likely to use
their cell phones.

Reactivity affected a now-famous series of studies on workplace conditions and
productivity. Specifically, the researchers manipulated working conditions and then
observed workers’ behavior at the Hawthorne Works, a Western Electric manufac-
turing plant in Cicero, Illinois, between 1924 and 1933 (Olson, Hogan, & Santos, 2006;
Roethlisberger & Dickson, 1939). The conditions included different levels of lighting,
different pay incentives, and different break schedules. The main dependent variable
was how long the workers took to complete certain tasks.

Throughout the studies, the workers knew they were being observed. Because of
this awareness, they responded to changes in their working conditions by increas-
ing productivity. The workers did not speed up continuously throughout the various
studies. Instead, they worked faster at the start of each new manipulation, regardless
of the nature of the manipulation (longer break, shorter break, one of various changes

FIGURE 2.9

Participant Observation

The evolutionary psychologist and
human behavioral ecologist Lawrence
Sugiyama has conducted fieldwork

in Ecuadorian Amazonia among

the Shiwiar, Achuar, Shuar, and
Zaparo peoples. Here, hunting with

a bow and arrow, he is conducting a
particularly active form of participant
observation.

participant observation

A type of descriptive study in which
the researcher is involved in the
situation.

naturalistic observation

A type of descriptive study in which
the researcher is a passive observer,
separated from the situation and
making no attempt to change or alter
ongoing behavior.

reactivity

The phenomenon that occurs when
knowledge that one is being observed
alters the behavior being observed.

FIGURE 2.10

Naturalistic Observation

Using naturalistic observation, the
primatologist Jane Goodall observes
a family of chimpanzees. Animals are
more likely to act naturally in their
native habitats than in captivity.
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observer bias

Systematic errors in observation
that occur because of an observer's
expectations.

Scientific Thinking

The Hawthorne Effect

HYPOTHESIS: Being observed can lead participants to change their behavior.
RESEARCH METHOD (OBSERVATIONAL):

[l During studies of the effects of H The researchers then measured
workplace conditions, the researchers the dependent variable, the speed
manipulated several independent at which workers did their jobs.

variables, such as the levels of lighting,
pay incentives, and break schedules.

RESULTS: The workers’ productivity increased when they were being observed, regardless of
changes to their working conditions.

CONCLUSION: Being observed can lead participants to change their behavior because people
often act in particular ways to make positive impressions.

SOURCE: Roethlisberger, F. J., & Dickson, W. J. (1939). Management and the worker: An
account of a research program conducted by the Western Electric Company, Hawthorne
Works, Chicago. Cambridge, MA: Harvard University Press.

to the pay system, and so on). The Hawthorne effect refers to changes in behavior that
occur when people know that others are observing them (see “Scientific Thinking:
The Hawthorne Effect”).

How might the Hawthorne effect operate in other studies? Consider a study of the
effectiveness of a new reading program in elementary schools. Suppose that the teach-
ers know they have been selected to try out a new program. They also know that their
students’ reading progress will be reported to the schools’ superintendent. It is easy to
see how these teachers might teach more enthusiastically or pay more attention to each
child’s reading progress than would teachers using the old program. One likely outcome
is that the students receiving the new program of instruction would show reading
gains caused by the teachers’ increased attention and not by the new program. Thus, in
general, observation should be as unobtrusive as possible.

OBSERVER BIAS In conducting observational research, scientists must guard
against observer bias. This flaw consists of systematic errors in observation that
occur because of an observer’s expectations.

Observer bias can especially be a problem if cultural norms favor inhibiting or
expressing certainbehaviors. Forinstance,in many societies women are freerto express
sadness than men are. If observers are coding men’s and women’s facial expressions,
they may be more likely to rate female expressions as indicating sadness because they
believe that men are less likely to show sadness. Men’s expressions of sadness might
be rated as annoyance or some other emotion. Likewise, in many societies women
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are generally expected to be less assertive than men. Observers therefore might rate experimenter expectancy effect
women as more assertive when exhibiting the same behavior as men. Cultural norms Actual change in the behavior of

can affect both the participants’ actions and the way observers perceive those actions. the people or nonhuman animals
being observed that is due to the

expectations of the observer.

EXPERIMENTER EXPECTANCY EFFECT There is evidence that observer expec-
tations can even change the behavior being observed. This phenomenon is known as
the experimenter expectancy effect.

In a classic study by the social psychologist Robert Rosenthal, college students
trained rats to run a maze (Rosenthal & Fode, 1963). Half the students were told their
rats were bred to be very good at running mazes. The other half were told their rats
were bred to be poor performers. In reality, there were no genetic differences between
the groups of rats. Nonetheless, when students believed they were training rats that
were bred to be fast maze learners, their rats learned the task more quickly! Thus,
these students’ expectations altered how they treated their rats. This treatment in
turn influenced the speed at which the rats learned. The students were not aware of
their biased treatment, but it existed. Perhaps they supplied extra food when the rats
reached the goal box at the end of the maze. Or perhaps they gave the rats inadver-
tent cues as to which way to turn in the maze. They might simply have stroked the rats
more often (see “Scientific Thinking: Rosenthal’s Study of Experimenter Expectancy
Effects”).

Scientific Thinking

Rosenthal’s Study of Experimenter Expectancy Effects

HYPOTHESIS: Research participants’ behavior will be affected by experimenters’ biases.
RESEARCH METHOD (EXPERIMENT WITH TWO GROUPS):

Kl One group of college students were H A second group of college students were
given a group of rats and told to train given a group of rats to train that were
them to run a maze. These students genetically the same as the first group of
were told their rats were bred to be rats. These students were told their rats
very poor at running mazes. were bred to be very good at running mazes.

\
.
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RESULTS: The rats trained by the students who believed their rats were bred to be fast maze
learners did learn the task more quickly.

CONCLUSION: The results for the two groups of rats differed because the students’
expectations caused them to give off subtle cues that changed the rats’ behavior.

SOURCE: Rosenthal, R., & Fode, K. L. (1963). The effect of experimenter bias on the
performance of the albino rat. Behavioral Science, 8, 183-189.

WHAT TYPES OF STUDIES ARE USED IN PSYCHOLOGICAL RESEARCH?



FIGURE 2.11

Self-Report Methods

Self-report methods, such as surveys
or questionnaires, can be used to
gather data from a large number of
people. They are easy to administer,
cost-efficient, and a relatively fast way
to collect data.

FIGURE 2.12

Correlational Studies

There may be a correlation between
the extent to which parents are
overweight and the extent to which
their children are overweight.

A correlational study cannot
demonstrate the cause of this
relationship, which may include
biological propensities to gain weight,
lack of exercise, and high-fat diets.

How do researchers protect against experimenter expectancy effects? It is best if
the person running the study is blind to, or unaware of, the study’s hypotheses. For
example, the study just described seemed to be about rats’ speed in learning to run
through a maze. Instead, it was designed to study experimenter expectancy effects.
The students believed they were “experimenters” in the study, but they were actu-
ally the participants. Their work with the rats was the subject of the study, not the
method. Thus, the students were led to expect certain results so that the researchers
could determine whether the students’ expectations affected the results of the rats’
training.

SELF-REPORTS AND INTERVIEWS Ideally, observation is an unobtrusive
approach for studying behavior. By contrast, asking people about themselves, their
thoughts, their actions, and their feelings is a much more interactive way of collect-
ing data. Methods of posing questions to participants include surveys, interviews, and
questionnaires. The type of information sought ranges from demographic facts (e.g.,
ethnicity, age, religious affiliation) to past behaviors, personal attitudes, beliefs, and
so on: “Have you ever used an illegal drug?” “Should people who drink and drive be
jailed for a first offense?” “Are you comfortable sending food back to the kitchen in a
restaurant when there is a problem?” Questions such as these require people to recall
certain events from their lives or reflect on their mental or emotional states.

Self-report methods, such as surveys or questionnaires, can be used to gather data
from a large number of people in a short time (FIGURE 2.11). Questions can be mailed
out to a sample drawn from the population of interest or handed out in appropriate
locations. They are easy to administer and cost-efficient.

Interviews, another type of interactive method, can be used successfully with
groups that cannot be studied through surveys or questionnaires, such as young chil-
dren. Interviews are also helpful in gaining a more in-depth view of a respondent’s
opinions, experiences, and attitudes. Thus, the answers from interviewees sometimes
inspire avenues of inquiry that the researchers had not planned.

A problem common to all asking-based methods of data collection is that people
often introduce biases into their answers. These biases make it difficult to discern an
honest or true response. In particular, people may not reveal personal information
that casts them in a negative light. We know we are not supposed to use cell phones
while driving, and so we might be reluctant to admit regularly doing so. Researchers
therefore have to consider the extent to which their questions produce socially desir-
able responding, or faking good, in which the person responds in a way that is most
socially acceptable.

Correlational Studies Describe and
Predict How Variables Are Related

Correlational studies examine how variables are naturally related in the real world,
without any attempt by the researcher to alter them or assign causation between
them (FIGURE 2.12). Correlational studies are used to describe and predict relation-
ships between variables. They cannot be used to determine the causal relationship
between the variables.

Consider an example. On your college application, you likely had to provide a score
from a standardized test, such as the SAT or ACT. Colleges require these numbers
because standardized test scores have been shown to correlate with college success.
That is, generally, people who score higher on standardized tests tend to perform
better in college. However, does this mean that scoring well on a standardized test
will cause you to do better in college? Or that doing well in school will cause you to do
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better on standardized tests? Absolutely not. Many people score well on tests but do
not perform well in school. Alternatively, many people score poorly on standardized
tests but enjoy great success in college.

DIRECTION OF CORRELATION When higher or lower values on one variable
predict higher or lower values on a second variable, we say there is a positive correla-
tion between them. A positive correlation describes a situation where both variables
either increase or decrease together—they “move” in the same direction (FIGURE
2.13A). For example, people with higher ACT scores generally have higher college
GPAs. People with lower ACT scores generally have lower college GPAs. However,
remember that correlation does not equal “cause and effect.” Scoring higher or lower
onthe ACT will not cause you to earn a higher or lower GPA.

Remember, too, that positive in this case does not mean “good.” For example, there
is a very strong positive correlation between smoking and cancer. There is nothing
good about this relationship. The correlation simply describes how the two variables
are related: In general, people who smoke experience higher rates of cancer. The more
they smoke, the higher their risk of getting cancer.

Some variables are negatively correlated. In a negative correlation, the variables
move in opposite directions. An increase in one variable predicts a decrease in the
other variable. A decrease in one variable predicts an increase in the other variable
(FIGURE 2.13B). Here, negative does not mean “bad.”

Consider exercise and weight. In general, the more people exercise, the less they
weigh. People who take more vitamins experience fewer colds (Meyer, Meister, &
Gaus, 2013).

Some variables are just not related. In this case, we say there is a zero correlation.
Thatis, one variable is not predictably related to a second variable (FIGURE 2.13C). For
example, there is a zero correlation between gender and intelligence. As two groups,

men and women are equally smart.

THINKING CRITICALLY ABOUT CORRELATIONS Now that we have described
the types of relationships that can exist, let us try to practice our critical thinking
skills by interpreting what these relationships mean. Recall that there is generally a
negative correlation between exercise and weight. For some people, however, there

self-report methods

Methods of data collection in

which people are asked to provide
information about themselves, such as
in surveys or questionnaires.

correlational studies

A research method that describes and
predicts how variables are naturally
related in the real world, without any
attempt by the researcher to alter
them or assign causation between
them.

positive correlation

A relationship between two variables
in which both variables either increase
or decrease together.

negative correlation

A relationship between two variables
in which one variable increases when
the other decreases.

zero correlation

A relationship between two
variables in which one variable is not
predictably related to the other.
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Direction of Correlation

(a) In a positive correlation, both variables “move" in the same direction. (b) In a negative
correlation, the variables move in opposite directions. (c) In a zero correlation, one variable is not
predictably related to a second variable.

Variable X

WHAT TYPES OF STUDIES ARE USED IN PSYCHOLOGICAL RESEARCH?



directionality problem

A problem encountered in
correlational studies; the researchers
find a relationship between two
variables, but they cannot determine
which variable may have caused
changes in the other variable.

third variable problem

A problem that occurs when the
researcher cannot directly manipulate
variables; as a result, the researcher
cannot be confident that another,
unmeasured variable is not the actual
cause of differences in the variables
of interest.
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is a positive correlation between these variables. The more they exercise, the more
weight they gain. Why? Because exercise builds muscle mass. So if the gain of muscle
mass exceeds the loss of fat, exercise will actually increase weight. Sometimes, the
same phenomena can exhibit a negative correlation or a positive correlation, depend-
ing on the specific circumstances.

Now consider the positive correlation between smoking and cancer. The more a
person smokes, the greater that person’s risk of cancer. Does that relationship mean
smoking causes cancer? Not necessarily. Just because two things are related, even
strongly related, does not mean that one is causing the other. Many genetic, behav-
ioral, and environmental variables may contribute both to whether a person chooses
to smoke and to whether the person gets cancer. Complications of this kind prevent
researchers from drawing causal conclusions from correlational studies. Two such
complications are the directionality problem and the third variable problem.

DIRECTIONALITY PROBLEM One problem with correlational studies is in know-
ing the direction of the relationship between variables. This sort of ambiguity is
known as the directionality problem. Consider this example. Suppose you survey
a large group of people about their sleeping habits and their levels of stress. Those
who report sleeping little also report having a higher level of stress. Does lack of sleep
increase stress levels, or does increased stress lead to shorter and worse sleep? Both
scenarios seem plausible:

Sleep (A) and stress (B) are correlated.

= Does less sleep cause more stress? (A — B)
or

= Does more stress cause less sleep? (B> A)

THIRD VARIABLE PROBLEM Another drawback with all correlational studies is
the third variable problem. Instead of variable A causing variable B, as a researcher
might assume, itis possible that a third variable, C, causes both A and B. Consider the
relationship between texting while driving and dangerous driving. It is possible that
people who are risk takers in their daily lives are more likely to text while driving. It
is also possible that these people are likely to drive dangerously. Thus, the cause of
both texting while driving and dangerous driving is the third variable, risk-taking:

Texting while driving (A) is correlated with driving dangerously (B).

= Risk taking (C) causes some people to text while driving. (C —> A)
and

= Risk taking (C) causes some people to drive dangerously. (C — B)

Indeed, research has shown that those who text while driving are also likely to
engage in a variety of other risky behaviors, such as not wearing seatbelts, riding with
adriver who had been drinking, or even drinking alcohol and driving (Olsen, Shults, &
Eaton, 2013). Thus, it is possible that both texting while driving and dangerous driv-
ing generally result from risk taking, a third variable.

Sometimes the third variable is obvious. Suppose you were told that the more
churches there are in a town, the greater the rate of crime. Would you conclude that
churches cause crime? Inlooking for a third variable, you would realize that the popu-
lation size of the town affects the number of churches and the frequency of crime. But
sometimes third variables are not so obvious and may not even be identifiable. It turns
out that even the relationship between smoking and cancer is plagued by the third
variable problem. Evidence indicates that there is indeed a genetic predisposition—
a built-in vulnerability to smoking—that can combine with environmental factors to

RESEARCH METHODOLOGY



increase the probability that some people will smoke and that they will
develop lung cancer (Paz-Elizur et al.,, 2003; Thorgeirsson et al., 2008).
Thus, it is impossible to conclude on the basis of correlational research
that one of the variables is causing the other.

ETHICAL REASONS FOR USING CORRELATIONAL DESIGNS
Despite such potentially serious problems, correlational studies are
widely used in psychological science. Some research questions require
correlational research designs for ethical reasons. For example, as
mentioned earlier, it would be unethical to send drivers out into traffic
and ask them to text as part of an experiment. Doing so would put the
drivers and others at risk.

There are many important real-world experiences that we want to know about but
would never expose people to as part of an experiment. Suppose you want to know
if soldiers who experience severe trauma during combat have more difficulty learn-
ing new tasks after they return home than soldiers who have experienced less-severe
trauma during combat. Even if you theorize that severely traumatic combat expe-
riences cause later problems with learning, it would be unethical to induce trauma
in some soldiers so that you could compare soldiers who had experienced different
degrees of trauma. (Likewise, most research on psychopathology—psychological
illness—uses the correlational method, because it is unethical to induce psychological
disorders in people to study the effects.) For this research question, you would need to
study the soldiers’ ability to learn a new task after they had returned home. You might,
for example, observe soldiers who were attempting to learn computer programming.
The participants in your study would have to include some soldiers who had expe-
rienced severe trauma during combat and some who had experienced less-severe
trauma during combat. You would want to see which group, on average, performed
less well when learning the task.

MAKING PREDICTIONS Correlational studies can be used to determine that two
variables are associated with each other. In the example just discussed, the variables
would be trauma during combat and learning difficulties later in life. By establishing
such connections, researchers are able to make predictions. If you found the associa-
tion you expected between severe trauma during combat and learning difficulties, you
could predict that soldiers who experience severe trauma during combat will—again,
on average—have more difficulty learning new tasks when they return than soldiers
who do not experience severe trauma during combat. Because your study drew on but
did not control the soldiers’ wartime experiences, however, you have not established a
causal connection (FIGURE 2.14).

By providing important information about the natural relationships between vari-
ables, researchers are able to make valuable predictions. For example, correlational
research has identified a strong relationship between depression and suicide. For
this reason, clinical psychologists often assess symptoms of depression to determine
suicide risk. Typically, researchers who use the correlational method use other statis-
tical procedures to rule out potential third variables and problems with the direction
of the effect. Once they have shown that a relationship between two variables holds
even when potential third variables are taken into account, researchers can be more
confident that the relationship is meaningful.

The Experimental Method Controls and Explains

Scientists ideally want to explain what causes a phenomenon. For this reason,
researchers rely on the experimental method. In experimental research, the
researcher has maximal control over the situation. Only the experimental method

FIGURE 2.14

Correlation or Causation?
According to the players on the 2013
Boston Red Sox baseball team, facial
hair causes a person to play better
baseball. After two newly bearded
players made some game-saving
plays, the rest of the team stopped
shaving (Al-Khatib, 2013). Did their
beards cause the Red Sox to win

the World Series that year? The
facial hair may have been correlated
with winning, but it did not cause

an increase in talent. The team won
through ability, practice, and luck.
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experiment

A research method that tests causal
hypotheses by manipulating and
measuring variables.

experimental group

The participants in an experiment who
receive the treatment.

control group

The participants in an experiment who
receive no intervention or who receive
an intervention that is unrelated

to the independent variable being
investigated.

CHAPTER 2

enables the researcher to control the conditions under which a phenomenon occurs
and therefore to understand the cause of the phenomenon. In an experiment, the
researcher manipulates one variable to measure the effect on a second variable.

An experiment also allows researchers to test multiple hypotheses to examine
and refine their theory. Suppose researchers initially theorize that using a cell phone
while driving impairs driving. This theory does not explain why the effect happens.
Researchers can refine the theory to include possible mechanisms and then test
hypotheses related to the refined versions of the more general theory.

Suppose theresearchersthen theorize that using a cell phone while driving impairs
driving because drivers need to use their hands both to drive and to use cell phones.
One hypothesis to test this theory is that using a hands-free cell phone while driving
will cause fewer problems than holding the phone while talking and driving. Another
hypothesis to test the same theory is that any use of the hands, such as eating, will
impair driving.

An alternative theory is that taking your eyes off the road—to dial a number or read
and respond to a text—is the main factor that affects driving. This theory mightyield the
hypothesis that any action the driver performs that takes his or her eyes off the road—
such as reading a map or looking at the radio to change stations—will impair driving.

Yet another theory is that driving requires cognitive resources, such as the ability
to pay attention and think about driving. This theory might yield the hypothesis that
any activity the driver performs that requires attention or thought—such as thinking
about a problem at school—will impair driving. Through experimentation, psycholo-
gists test hypotheses about the mechanisms they theorize are responsible for the
effect they are studying.

MANIPULATING VARIABLES In an experiment, the independent variable (IV) is
manipulated. That is, the researchers choose what the study participants do or are
exposed to.

In a study on the effects of using a cell phone while driving, the IV would be the type
of cell phone use. While in a driving simulator, some participants might simply hold
the phone, some might have to answer questions over the phone, and some might have
toread and answer text messages.

An IV has “levels,” meaning the different values that are manipulated by the
researcher. All IVs must have at least two levels: a “treatment” level and a “compari-
son” level. In the study of cell phone use and driving ability, the people who actively
used the cell phone received the “treatment.” A group of study participants who
receive the treatment are the experimental group. Since in this hypothetical study,
some participants talk on the cell phone and others text, there are actually two experi-
mental groups.

In an experiment, you always want to compare your experimental group with at
least one control group. A control group consists of similar (or identical) participants
who receive everything the experimental group receives except for the treatment. In
this example, the experimental group uses a cell phone to talk or text while driving.
The control group simply holds a cell phone while driving. This use of a control group
includes the possibility that simply the presence of a cell phone is disruptive. To test
whether handling a cell phone is disruptive, the control group could be drivers not
holding a cell phone.

The dependent variable (DV) is whatever behavioral effect is—or behavioral
effects are—measured. For example, the researcher could measure how quickly the
participants responded to red lights, how fast they drove, and the distance they main-
tained behind the car in front of them. The researcher would measure each of these
DVs as a function of the IV, the type of cell phone use.
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The benefit of an experiment is that the researcher can study the causal relation-
ship between variables. If the IV (such as type of cell phone use) consistently influ-
ences the DV (such as driving performance), then the IV is assumed to cause the
change in the DV.

ESTABLISHING CAUSALITY A properly performed experiment depends on rigor-
ous control. Here, control means the steps taken by the researcher to minimize the
possibility that anything other than the independent variable could be the cause of
differences between the experimental and control groups.

A confound is anything that affects a dependent variable and that may uninten-
tionally vary between the study’s different experimental conditions. When conduct-
ing an experiment, a researcher needs to ensure that the only thing that varies is the
independent variable. Control thus represents the foundation of the experimental
approach, in that it allows the researcher to rule out alternative explanations for the
observed data.

In the study of cell phone use and driving performance, what if a car with an auto-
matic transmission is simulated to assess driving when participants are not using a
cell phone, but a car with a manual transmission is simulated to assess performance
when participants are texting? Given that manual transmissions require greater
dexterity to operate than automatic transmissions, any apparent effect of texting
on driving performance might actually be caused by the type of car and the fact
that it requires greater use of the hands. In this example, the drivers’ skills might be
confounded with the type of transmission, making it impossible to determine the true
effect of the texting.

Other potential confounds in research include changes in the sensitivity of the
measuring instruments, such as a systematic change in a scale so that it weighs
things more heavily in one condition than in another. Changes in the time of day
or the season when the experiment is conducted can also confound the results.
Suppose you conducted the texting and driving study so that the cell phone users
were tested in snowy winter conditions and control participants were tested during
dry, sunny weather. The road conditions associated with the season would be an
obvious confound. The more confounds and thus alternative explanations that can
be eliminated, the more confident a researcher can be that the change in the inde-
pendent variable is causing the change (or effect) in the dependent variable. For this
reason, researchers have to watch vigilantly for potential confounds. As consumers
of research, we all need to think about confounds that could be causing particular
results. (For a recap of the experimental method, see FIGURE 2.15.)

Researcher Researcher Researcher Researcher Conclusion
manipulates... = randomly measures... assesses result.
assigns

participants to...

The explanation
either supports
or does not support

Are the results
control group in the control
group different

independent or dependent from the results the hypothesis. Are

.
experimental experimental to alternative
group group?

explanations?

FIGURE 2.15 The Experimental Method in Action
Experiments examine how variables are related when one variable is manipulated by the
researchers. The results can demonstrate causal relationships between the variables.

confound

Anything that affects a dependent
variable and that may unintentionally
vary between the experimental
conditions of a study.
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population
Everyone in the group the
experimenter is interested in.

sample
A subset of a population.

FIGURE 2.16

Population

The population is the group
researchers want to know about (e.g.,
U.S. college students). For the results
of an experiment to be considered
useful, the participants should be
representative of the population.

FIGURE 2.17

Random Sample

A random sample is taken at random
from the population (e.qg., selecting
students from schools throughout
the United States). The best method
for making this happen is random
sampling.

Participants Need to Be Carefully
Selected and Randomly Assigned to
Conditions

Animportantissue for any research method is how to select participants for the study.
Psychologists typically want to know that their findings generalize to people beyond
the individuals in the study. In studying the effects of cell phone use on driving skills,
you ultimately would not focus on the behavior of the specific participants. Instead,
you would seek to discover general laws about human behavior. If your results gener-
alized to all people, that would enable you, other psychologists, and the rest of human-
ity to predict, in general, how cell phone use would affect driving performance. Other
results, depending on the nature of the study, might generalize to all college students,
to students who belong to sororities and fraternities, to women, to men over the age
of 45, and so on.

POPULATION AND SAMPLING The group youwanttoknow aboutisthe population
(FIGURE 2.16). To learn about the population, you study a subset from it. That subset,
the people you actually study, is the sample. Sampling is the process by which you
select people from the population to be in the sample. In a case study, the sample size
is one. The sample should represent the population, and the best method for making
this happen is random sampling (FIGURE 2.17). This method gives each member of
the population an equal chance of being chosen to participate. Further, larger samples
yield more accurate results (FIGURE 2.18). However, sample size is often limited by
resource constraints, such as time, money, and space in which to work.

Most of the time, a researcher will use a convenience sample (FIGURE 2.19). As the
term implies, this sample consists of people who are conveniently available for the
study. However, because a convenience sample does not use random sampling, the
sample is likely to be biased. For instance, a sample of students at a small religious
school may differ from a sample of students at a large state university. Researchers
acknowledge the limitations of their samples when they present their findings.

FIGURE 2.18 Larger Samples
Suppose researchers want to compare
how many women go to the beach
versus how many men do. Why might
the results be more accurate if the
researchers use a large sample (such
as the big picture here) rather than a
small sample (such as the detail)?
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Control

Experimental

FIGURE 2.19 Convenience Sample FIGURE 2.20 Random Assignment

A convenience sample is taken from an available
subgroup in the population (e.g., students at a
particular school). Most of the time, circumstances
force researchers to use a convenience sample.

RANDOM ASSIGNMENT Once researchers obtain a representative sample of the
population, they use random assignment to assign participants to the experimen-
tal and control groups (FIGURE 2.20). Random assignment gives each potential
research participant an equal chance of being assigned to any level of the indepen-
dent variable.

For your study, there might be three levels: holding a cell phone, answering ques-
tions verbally over the phone, and answering questions by texting. First, you would
gather participants by taking either a random sample or a convenience sample from
the population. Then, to randomly assign those participants, you might have them
draw numbers from a hat to determine who is assigned to the control group (holding
the phone) and to each experimental group (one talking and the other texting).

Of course, individual differences are bound to exist among participants. For
example, any of your groups might include some people with less experience with
cell phones and some people who talk or text a great deal, some people with excellent
and experienced driving skills and some people with comparably weaker skills. But
these differences will tend to average out when participants are assigned to either the
control or experimental groups randomly, so that the groups are equivalent on aver-
age. Random assignment tends to balance out known and unknown factors.

If random assignment to groups is not truly random, and groups are not equivalent
because participants in different groups differ in unexpected ways, the condition is
known as selection bias (also known as selection threat). Suppose you have two of the
experimental conditions described earlier: a group assigned to hold the phone and a
group assigned to respond to text messages. What happens if the group assigned to hold
the phone includes many college students with lots of experience using cell phones and
the other group includes many older adults who have minimal experience texting? How
would you know if the people in the different conditions of the study are equivalent? You
could match each group for age, sex, cell phone use habits, and so on, but you can never
be sure that you have assessed all possible factors that may differ between the groups.
Not using random assignment can create confounds that limit causal claims.

In random assignment, participants are assigned at
random to the control group or the experimental
group. Random assignment is used when the
experimenter wants to test a causal hypothesis.

random assignment

Placing research participants into the
conditions of an experiment in such a
way that each participant has an equal
chance of being assigned to any level
of the independent variable.

selection bias

In an experiment, unintended
differences between the participants
in different groups; it could be caused
by nonrandom assignment to groups.

WHAT TYPES OF STUDIES ARE USED IN PSYCHOLOGICAL RESEARCH?



(b)

FIGURE 2.21

Cross-Cultural Studies

(a) The living space and treasured
possessions of a family in Japan,
for example, differ from (b) those

of a family in Mali. Cross-cultural
researchers might study how either
family would react to crowding or to
the loss of its possessions.

culturally sensitive research
Studies that take into account the
role that culture plays in determining
thoughts, feelings, and actions.

GENERALIZING ACROSS CULTURES 1t is important for researchers to assess
how well their results generalize to other samples, particularly in cross-cultural
research (Henrich, Heine, & Norenzayan, 2010). One difficulty in comparing people
from different cultures is that some ideas and practices do not translate easily across
cultures, just as some words do not translate easily into other languages. Apparent
differences between cultures may reflect such differences in language, or they may
reflect participants’ relative willingness to report things about themselves publicly.
A central challenge for cross-cultural researchers is to refine their measurements to
rule out these kinds of alternative explanations (FIGURE 2.21).

Some psychological traits are the same across all cultures (e.g., care for the
young). Others differ widely across cultures (e.g., behaviors expected of adoles-
cents). Culturally sensitive research takes into account the significant role that
culture plays in how people think, feel, and act (Adair & Kagitcibasi, 1995; Zebian,
Alamuddin, Mallouf, & Chatila, 2007). Scientists use culturally sensitive practices
so that their research respects—and perhaps reflects—the “shared system of mean-
ing” that each culture transmits from one generation to the next (Betancourt &
Lopez, 1993, p. 630).

In cities with diverse populations, such as Toronto, London, and Los Angeles,
cultural differences exist among different groups of people living in the same neigh-
borhoods and having close daily contact. Researchers therefore need to be sensitive
to cultural differences even when they are studying people in the same neighborhood
or the same school. Researchers must also guard against applying a psychological
concept from one culture to another without considering whether the concept is the
same in both cultures. For example, Japanese children’s attachment to their parents
looks quite different from the attachment styles common among North American
children (Miyake, 1993).

Summing Up
What Types of Studies Are Used in Psychological Research?

= Three main types of studies are used in psychological research: descriptive, correlational,
and experimental.

= Descriptive and correlational designs are useful for describing and predicting behavior, but
they do not allow researchers to assess causality.

= Only experiments allow researchers to determine causality.

= |n an experiment, a researcher manipulates an independent variable to study how it affects a
dependent variable, while controlling all other potential influences.

m When performing research, sampling allows researchers to draw a representative sample of
the population and generalize the findings to the population.

Measuring Up

1.  The main reason researchers randomly assign participants to different conditions in an
experiment is that

a. itis easier to assign participants to different conditions than it is to find people who
naturally fit into different conditions.

b. random assignment controls for any intuitions the participants may have at the start
of the experiment.

c. random assignment is used when there are ethical reasons for not using observational
or correlational research designs.

CHAPTER 2 RESEARCH METHODOLOGY



d. random assignment helps to ensure that the experimental groups are (on average)
equal and that any difference in the dependent variable is due to the participants’
being in different experimental groups.

2. Match each of the following with the research method it describes. Choose from among
case study, correlational, experimental, naturalistic observation, and survey.

a. An end-of-semester course evaluation that asks students to rate the class.

b. Collection of data showing that on average, students who studied more hours for a
psychology examination earned higher grades.

c. A study comparing the driving performance between people randomly assigned to text
while driving or to drive without distractions.

d. Aresearch report describing a person with an extremely rare psychological disorder.

e. A study comparing voting preferences for people in wealthy neighborhoods compared
to people in middle-class neighborhoods.

f. A study describing how 8-year-old children interacted on their school playground.

g. A study comparing tumor size in three groups of mice, each given a different dose of
nicotine.

h. A study comparing the rate of cancer in people who are nonsmokers, light smokers, or
heavy smokers.
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2.3 What Are the Ethics
Governing Psychological
Research?

There Are Ethical Issues to Consider in
Research with Human Participants

Psychologists want to know why and how we act, think, feel, and perceive the way we
do.Inother words, they want to understand the human condition. As aresult, it makes
sense for psychological studies to involve human participants. As in any science that
studies human behavior, however, there are limits to how researchers can manipu-
late what people do in studies. For ethical and practical reasons, researchers cannot
always use the experimental method.

Consider the question of whether smoking causes cancer. To explain why a
phenomenon (e.g., cancer) occurs, experimenters must control the conditions under
which that phenomenon occurs. And to establish that a cause-and-effect relation-
ship exists between variables, experimenters need to use random assignment. So to
determine causality between smoking and cancer, some study participants would
have to be randomly “forced” to smoke a controlled number of cigarettes in a specific
fashion for a controlled amount of time, while an equal number of different (but simi-
lar) participants would have to be randomly “prevented” from smoking for the same
amount of time. However, ethics prevent researchers from randomly forcing people
to smoke, so researchers cannot experimentally answer this question using human
participants (FIGURE 2.22).

Learning
Objectives

= |dentify ethical issues
associated with conducting
psychological research on
human participants.

= Apply ethical principles to
conducting research on
animals, identifying the key
issues regarding the humane
treatment of animal subjects.

WHAT ARE THE ETHICS GOVERNING PSYCHOLOGICAL RESEARCH?



(a) (b)

FIGURE 2.22

Research on Smoking and
Cancer

Researchers can compare (a) a
nonsmoker's lungs with (b) a smoker's
lungs. They can compare the rates

of cancer in nonsmokers with the
rates of cancer in smokers. Ethically,
however, they cannot perform an
experiment that entails randomly
forcing study participants to smoke,
even though such experiments could
help establish a link between smoking
and cancer.

institutional review boards
(IRBs)

Groups of people responsible for
reviewing proposed research to
ensure that it meets the accepted
standards of science and provides for
the physical and emotional well-being
of research participants.

CHAPTER 2

When conducting research, we have to carefully consider
ethics. Is the study intended to do good for humanity? What
exactly will the participants be asked to do? Are the requests
reasonable, or will they put the participants in danger of
physical or emotional harm over the short term or long
term? Are the burdens of research shared justly among the
portions of society that are involved?

INSTITUTIONAL REVIEW BOARDS (IRBS) To ensure
the health and well-being of all study participants, strict
guidelines exist regarding research. These guidelines are
shared by all places where research is conducted, including
colleges, universities, and research institutes. Institutional review boards (IRBs) are
the guardians of the guidelines.

Convened at schools and other institutions where research is done, IRBs consist
of administrators, legal advisers, trained scholars, and members of the community. At
least one member of the IRB must not be a scientist. The purpose of the IRBis to review
all proposed research to ensure that it meets scientific and ethical standards to protect
the safety and welfare of participants. Most scientific journals today ask for proof of IRB
approval before publishing research results. Four key issues are addressed in the IRB
approval process: privacy, relative risks, informed consent, and access to data.

PRIVACY One major ethical concern about research is the expectation of privacy.
Two main aspects of privacy must be considered. One aspect is confidentiality. This
term means that personal, indentifying information about participants absolutely
cannot be shared with others. Research participants must be assured that any such
information collected in a study will remain private. In some studies, anonymity is
used. Although this term is often confused with confidentiality, anonymity means
that the researchers do not collect personal, identifying information. Without such
information, responses can never be traced to any individual. Anonymity helps make
participants comfortable enough to respond honestly.

Another important aspect of privacy is participants’ knowledge that they are
being studied. If behaviors are going to be observed, is it okay to observe people with-
out their knowledge? This question obviously depends on what sorts of behaviors
researchers might be observing. If the behaviors tend to occur in public rather than
in private, researchers might be less concerned about observing people without their
knowledge. For example, even without their knowledge, it would be okay to observe
people texting while they walk. The concern over privacy is compounded by the ever-
increasing technology for monitoring people remotely. Although it might be useful to
compare men’s and women’s behaviors in public bathrooms, it would not be accept-
able to install discreet video cameras to monitor people in restrooms.

RELATIVE RISKS OF PARTICIPATION Another ethical issue is the relative risk
to participants’ mental or physical health. Researchers must always remain aware of
what they are asking of participants. They cannot ask people to endure unreasonable
amounts of pain or of discomfort, either from stimuli or from the manner in which
data measurements are taken.

Fortunately, in the vast majority of studies being conducted, these types of
concerns are not an issue. However, even though risk may be low, researchers still
have to think carefully about the potential for risk. Therefore, the IRB will evaluate
the relative trade-off between risk and benefit for any research study it approves. In
some cases, the potential gains from the research may require asking participants to

RESEARCH METHODOLOGY



expose themselves to some risk to obtain important findings. The risk/benefit ratio is
an analysis of whether the research is important enough to warrant placing partici-
pants at risk. If a study has any risk associated with it, then participants must be noti-
fied before they agree to participate. This process is known as informed consent.

INFORMED CONSENT Research involving human participants is a partnership
based on mutual respect and trust. People who volunteer for psychological research
have the right to know what will happen to them during the course of the study.
Compensating people either with money or course credit for their participation
in research does not alter this fundamental right. Ethical standards require giving
people all relevant information that might affect their willingness to become partici-
pants (FIGURE 2.23).

Informed consent means that participants make a knowledgeable decision to partici-
pate. Typically, researchers obtain informed consent in writing (FIGURE 2.24). In obser-
vational studies of public behavior, the observed individuals remain anonymous to the
researchers to protect their privacy, so informed consent is not required. People under
the age of 18 and those with severe cognitive disabilities or mental health disorders
cannotlegally provide informed consent. If such an individual is to participate in a study,
alegal guardian must grant permission.

It is not always possible to inform participants fully about a study’s details. If know-
ing the study’s specific goals may alter the participants’ behavior, thereby rendering
the results meaningless, researchers may need to use deception. That is, they might
mislead the participants about the study’s goals or not fully reveal what will take place.
Researchers use deception only when other methods are not appropriate and when the
deception does not involve situations that would strongly affect people’s willingness to
participate. If deception is used, a careful debriefing must take place after the study’s
completion. Here, the researchers inform the participants of the study’s goals. They also
explain the need for deception, to eliminate or counteract any negative effects produced
by the deception.

ACCESS TO DATA No matter what research method

FIGURE 2.23

Informed Consent

The need for informed consent

is illustrated by one of the most
infamous unethical studies. Between
1932 and 1972, the U.S. Public Health
Service and the Tuskegee Institute,
in Alabama, studied the natural
progression of untreated syphilis in
rural African American men. Without
their knowledge, 400 impoverished
men with the venereal disease

were randomly assigned to receive
treatment or not. In 1987, the U.S.
government publicly apologized to
the participants and their families.
Here, President Bill Clinton and Vice
President Al Gore appear at a news
conference with participant Herman
Shaw.

Dartmouth College Brain Imaging Center

Department of Psychological and Brain Sciences

they use, researchers must also consider who will have 6207 Moore Hall
access to the data they collect. Participant confidential- Hanover, New Hampshire 03755
ity should always be guarded carefully so that personal Consent to Participate in Research

information is not linked publicly to the study’s find-

Title of Study: Neural Correlates of Scene Processing

ings. When participants are told that their information
will remain confidential, the implicit promise is that

Introduction: You are being asked to participate in a research study. Your participation is

voluntary. If you are a student your decision whether or not to participate will not have any

their information will be kept secret or made available
to only the few people who need to know it. Often the
quality and accuracy of data depend on the partici-
pants’ certainty that their responses will be kept confi-

you do not understand,

affect on your academic status. Please feel free to ask questions at any time if there is anything

Purpose of this fMRI investigation. The goal of these experiments is to investigate how the
brain functions while people are viewing different images or watching different visual scenes

(e.g., people, objects, landscapes) and how that relates to responses to various stimuli and

dential. When emotionally or legally sensitive topics
are involved, people are especially likely to provide
valid data after they are promised confidentiality.

There Are Ethical Issues to Consider in
Research with Animals

Many people have ethical concerns about research with nonhuman animals. These
concerns involve two questions: Does research threaten the health and well-being of
the animals? And is it fair to the animals to study them to improve the human condition?

behavior. You are being asked to participate because you are a normal healthy adult. Your
participation allows us to determine basic principles of brain organization. The data obtained
through your participation will be included with that from other subjects as part of a scientific
study to appear in the peer-reviewed literature,

FIGURE 2.24

Informed Consent Form

This portion of an approved form
gives you a sense of how researchers
typically obtain informed consent in
writing.

WHAT ARE THE ETHICS GOVERNING PSYCHOLOGICAL RESEARCH?



Using
Psychology
in Your Life

Should |
Participate in
Psychological
Research?

Someday, perhaps even this term,
you will be invited to participate
in a psychological research study
(FIGURE 2.25). Because psychologi-
cal researchers are a creative lot, they
enjoy figuring out clever ways to study
the human mind. As a result, participa-
tion in research can be a lot of fun. Even
studies that simply involve answering
self-report questions offer opportuni-
ties to reflect on your inner world and
behaviors. However, some students in
introductory psychology may worry
that researchers will trick them into
doing something they do not want to do.
Others may feel anxious because they
have no idea what to expect once they
walk through the doors of a psychol-
ogy laboratory. Understanding the
ethical principles that guide psychologi-
cal research arms potential research
participants—like yourself-with insight
about what to expect when participat-
ing in a study.

Psychologists in the United States con-
duct their studies according to a set of
ethical principles called the Belmont Report.
To read the full report, go to http://www.
hhs.gov/ohrp/humansubjects/guidance/
belmont.html. These principles, a few of
which are described below, guide many
aspects of participants’ experiences in
research studies.

First, no one can force you to partici-
pate in a study. Although many psychol-
ogy departments “require” students to

FIGURE 2.25

Student Participation in
Psychological Research

These students are enjoying the opportunity
to contribute to scientific knowledge. Join
them by participating in a study.

participate in research as part of their
course work, they offer students alterna-
tives for fulfilling this requirement. For
example, in some departments, students
can read and write about articles
published in journals in lieu of partici-
pating in research. Even if you volunteer
for a study, you have the right to discon-
tinue your participation at any time, for
any reason, and without penalty. And
you can skip any questions you do not
care to answer, perhaps because you find
them intrusive or offensive. You are in the
driver's seat when it comes to choosing
if, and to what extent, you would like to
participate in a study.

Second, you are legally and ethically
entitled to know what you are getting

HEALTH AND WELL-BEING Research with animals must always be conducted
with regard to the health and well-being of the animals. Federal mandates govern
the care and use of animals in research, and these mandates are strictly enforced. An
accounting and reporting system is in place for all institutions conducting animal
research. Violators of the mandates are prevented from conducting further research.

All colleges, universities, and research institutions conducting research with
vertebrate animals must have an Institutional Animal Care and Use Committee
(IACUC). This committee is like an institutional review board (discussed earlier),
but it evaluates animal research proposals. In addition to scientists and nonscientists,
every IACUC includes a certified doctor of veterinary medicine, who must review
each proposal to ensure that the research animals will be treated properly before,
during, and after the study.

Research facilities must comply with the IACUC’s standards. Facilities are given
scheduled and surprise inspections. Noncompliance can result in suspended or
terminated research, monetary fines, federal charges, and even jail time.
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into so you can make an informed deci-
sion about participating. Although the
researchers will not be able to reveal
their exact research questions and
hypotheses, they will be able to tell
you the general purpose of the study
and the kinds of activities you will be
asked to complete. You might be asked
to answer questions, perform computer
tasks, engage in moderate physical activ-
ity, navigate a real or imagined social
scenario, rate the appeal of different
consumer products, and so on. In addi-
tion, researchers must tell you about
the risks and potential benefits faced by
participants. For example, researchers
studying ostracism would inform partici-
pants they might find the experimental
tasks distressing. So even before a study
begins, you will actually know a good
deal about the research.

Third, after you complete the study,
you can expect the researchers to
debrief you. During the debriefing, the
researchers will tell you if they used
deception in the study. For example, if
you participate in a study about coop-
eration, you might learn during the
debriefing that the “person” you inter-
acted with online was really a computer
program.

Finally, you can expect that the data
you provide will remain confidential. To
protect confidentiality, the researchers will
remove all identifying information, such
as your name, from any data you submit.

They will store consent forms separately
from data, password-protect electronic
files containing sensitive information, and
keep all files in a secure location.

While researchers are governed by
formal ethical guidelines (in addition to
their own moral compasses), good study
participants also engage the research
process respectfully. When you sign
up to participate in a study, record the
researcher’s contact information in case
an emergency arises and you are unable
to fulfill your commitment. Arrive at your
session on time, and bring any paperwork
your institution might require in order
for you to receive class credit for your
participation. During the study, minimize
potential distractions, such as by turning
off your cell phone. And, importantly, ask
guestions! One of the benefits of volun-
teering in research is learning firsthand
about the research process. Getting
answers to your questions helps you
derive this benefit.

Study participants are essential to the
research enterprise. The principles and
procedures described here emerged out
of concern for the well-being of partici-
pants. Understanding your rights and
responsibilities prepares you to contrib-
ute meaningfully and confidently, with-
out fear of trickery or unknown risks, to
psychologists' efforts to understand and
improve the human condition. On behalf
of psychologists everywhere, thank you
for joining us in this endeavor.

FAIRNESS Animals are not used to study aspects of the human condition because
animals are not the same as humans. However, some species share similarities with
humans that make them good “models” for particular human behaviors or condi-
tions. For example, as you will learn more about in Chapters 3 and 7, the human brain
has a region called the hippocampus, and people with damage to this region suffer
from memory loss. It would be unethical for researchers to reproduce hippocampal
damage in people in an effort to find treatments for their memoryloss. However, many
animals also have a hippocampus, and they display similar types of memory loss when
this region is damaged. As a way to help humans, researchers thus may find it neces-
sary to conduct animal research. For example, scientists can damage or temporarily
“turn off” the hippocampus in rats or mice to test treatments that may help to reverse
the resulting memory loss.

Another valuable animal model is the transgenic mouse. Transgenic mice have
been produced by manipulating genes in developing mouse embryos—for example, by
inserting strands of foreign DNA into the genes. Studying the behavior of mice with
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specific genetic changes allows scientists to discover
the role that genes play in behavior and disease
(FIGURE 2.26).

Are such treatments fair to the research animals?
Scientists must balance their concern for individual
animals’ lives with their concern for humanity’s future.
The pursuit of scientific knowledge and medical
advances is noble, and animals’ lives are given a kind
of nobility—a meaning—when the animals are used
respectfully in research.

FIGURE 2.26 Animal Research
Researchers observe the behaviors of transgenic mice to understand how
certain genes affect behavior.

CHAPTER 2

Summing Up

What Are the Ethics Governing Psychological Research?
m Psychological researchers must consider the ethical consequences of their data collection.
= Strict rules govern research with both human participants and research animals.

®m Each research study with human participants is evaluated for scientific and ethical validity.
The evaluation is done by an Institutional Review Board (IRB), which consists of scientists
and nonscientists.

= The four key issues addressed in the IRB approval process are privacy, relative risks,
informed consent, and access to data.

® Each animal research study is evaluated by an Institutional Animal Care and Use Committee
(IACUC), which consists of scientists, nonscientists, and a veterinarian. The IACUC ensures
the ethical treatment of the animals before, during, and after the study.

Measuring Up

Determine whether each of the following statements is true (T) or false (F).

1. __ Confidentiality is the same as anonymity, because both mean that study results
are not revealed to nonscientists.

2. __ Evenifresearch does not involve deception, it still needs to be approved by an
IRB.

3. __ Informed consent is required only when a research study poses a risk to safety
or health.

4. _ Students who participate in psychological research to receive course credit give
up their right to privacy.

5. ___ Ethical rules govern research with both human participants and animals.

6. _ Any team of animal researchers must include a veterinarian.

7. ___ Violations in the ethical treatment of animals in research may be justified if the
study has sufficient scientific merit.

8. _ AnIRBreviews proposals for research with humans, whereas an IACUC reviews

animal research proposals.
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2.4 How Are Data Analyzed
and Evaluated?

So far, this chapter has presented the essential elements of scientific inquiry in
psychology: thinking critically; asking an empirical question using theories, hypoth-
eses, and research; deciding what type of study to run; considering the ethics of
particular research; collecting and presenting data. This section focuses on the data.
Specifically, it examines the characteristics that make for good data and the statistical
procedures that researchers use to analyze data.

Good Research Requires Valid, Reliable,
and Accurate Data

If you collect data to answer a research question, the data must be valid. That is, the
data must accurately measure the constructs (concepts) that you think they measure,
accurately represent phenomena that occur outside of the laboratory, and accurately
reveal effects due specifically and only to manipulation of the independent variable.

Construct validity is the extent to which variables measure what they are supposed
to measure. For example, suppose at the end of the semester your psychology profes-
sor gives you a final examination that consists of chemistry problems. This kind of
final examination would lack construct validity—it would not accurately measure
your knowledge of psychology (FIGURE 2.27).

Now imagine you are a psychological researcher. You hypothesize that “A students”
spend more time studying than “C students.” To test your hypothesis, you assess the
amount of time students spend studying. However, what if “C students” tended to do
other things—such as sleeping, playing video games, or checking their Facebook status—
while they claimed to be studying? If this were the case, the data would not accurately
reflect studying and would therefore lack construct validity.

External validity is the degree to which the find-
ings of a study can be generalized to other people,
settings, or situations. A study is externally valid if (1)
the participants accurately represent the intended
population, and (2) the variables were manipulated
and measured in ways similar to how they occur in

PROBLEMS i

(c) tetrahedral.

Learning
Objectives

5.19. Rank the fpllowing molecular ge
increasing bond angles: (a) trigonal planar; (b) linear;
ce<ax<

= |dentify three characteristics
that reflect the quality of data.

= Describe measures of central
tendency and variability.

= Describe the correlation
coefficient.

= Discuss the rationale for
inferential statistics.

construct validity

The extent to which variables measure

what they are supposed to measure.

external validity

The degree to which the findings of
a study can be generalized to other
people, settings, or situations.

internal validity

The degree to which the effects
observed in an experiment are due
to the independent variable and not
confounds.

{20° 130

etries in ordey of

the “real world.” 5.20. Rank the following molecules in order of increasing bond

Internal validity is the degree to which the effects
observed in an experiment are due to the independent
variable and not to confounds. For data to be inter-
nally valid, the experiment must be well designed and
well controlled. That is, all the participants must be

c) trigonal planar.

angles: (a) NHs; (b) CHy; (c) HO.
5.21. Which of the following electron-group geometries is not

consistent with a linear molecular geometry, assuming

three atoms per molecule?b) octahedral;

H‘zo < '\m’s < C/H‘4—

5.22. How many lone pairs of electrons would there have to be

on a SN = 6 central atom for it to have a linear molecular

as similar as possible, and there must be a control
group. Only by comparing experimental groups to
control groups can you determine that any changes
observed in the experimental groups are caused by
the independent variable and not something else (for example, practice or the passage
of time).

Tounderstand internal validity, suppose you are conducting a study to see if special
tutoring causes better grades. You randomly sample 50 students from introductory
psychology classes at your university and give them special tutoring for 6 weeks.
At the end of the 6 weeks, you find that the students earned an average score of

geometry?

6-2-@

FIGURE 2.27

Construct Validity

Imagine having to answer questions
like this on your psychology final.
The results would lack construct
validity because the course is about
psychology, not chemistry.

HOW ARE DATA ANALYZED AND EVALUATED?



Population: Population

Students Students
(your sample is 50 college students taking introductory psychology) (your sample is 50 college students taking introductory psychology)

Treatment (special tutoring)

Treatment (special tutoring) No treatment

= 82.5 percent on final

FIGURE 2.28 A Study Lacking Internal Validity

In this study, your entire population is one experimental group,
which receives the treatment of special tutoring. You determine
the group’s average score on the final exam, but you cannot
compare that result to a control group.

FIGURE 2.29 A Study with Internal Validity

In this better study, you divide the population into

an experimental group and a control group. Only the
experimental group receives the treatment. You can then
compare the results with the results from the control group. = 82.5 percent on final = 74.2 percent on final

82.5 percent on the final exam (FIGURE 2.28). Can you conclude that the tutoring
caused the grade? Wait a minute. How do you know if 82.5 is an improvement over
scores typically received on the exam? Maybe all students in introductory psychology
“mature” over the semester so that the average final exam grade is about 82, regard-
less of tutoring. Or perhaps having 6 weeks of practice taking other tests results in

reliability higher exam grades, even without tutoring. Only by having an equal comparison
The degree to which a measure is group—a control group of students who are otherwise identical to the experimen-
stable and consistent over time. tal group except for the treatment—can you determine if your treatment caused the
accuracy observed effect.

The degree to which an experimental Indeed, a better way to conduct this study would be to sample 50 students from the
measure is free from error. class, randomly assign 25 of them the special tutoring for 6 weeks (the experimen-

descriptive statistics tal group), and not give any special treatment to the other 25 (the control group). Say
Statistics that summarize the data the 25 students in the experimental group average 82.5 percent on the final exam and
collected in a study. the 25 students in the control group average 74.2 percent (FIGURE 2.29). The control
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group was similar in every way to the experimental group. As a
result, you are fairly safe to conclude that the tutoring—not some-
thing else—led to higher exam grades. Thus, having a true control
group can ensure that a study maintains internal validity.

Another important aspect of data is reliability, the stability and
consistency of a measure over time. If the measurement is reli-
able, the data collected will not vary substantially over time. For
instance, one option for measuring the duration of studying would ‘
be to have an observer use a stopwatch. There is likely to be some c:36
variability, however, in when the observer starts and stops the
watch relative to when the student actually starts studying. As a
consequence, the data in this scenario would be less reliable than
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2nd recording 3rd recording

c:35

S

Actual time
(rarely known)

data collected by an online homework system that measured how
much time students spent working on assignments.

The third and final characteristic of good data is accuracy, the degree to which the
measure is error free. A measure may be reliable but still not be accurate. Psychol-
ogists think about this problem by turning it on its head and asking, How do errors
creep into a measure?

Suppose you use a stopwatch to measure the duration of studying. The problem
with this method is that each measurement will tend to overestimate or underestimate
the duration (because of human error or variability in recording times). This type of
problem is known as a random error or unsystematic error. Although an error is intro-
duced into each measurement, the value of the error differs each time (FIGURE 2.30).
But suppose the stopwatch has a glitch, so that it always overstates
the time measured by 1 minute. This type of problem is known as a
systematic error or bias, because the amount of error introduced into
each measurement is constant (FIGURE 2.31). Generally, systematic
error is more problematic than random error because the latter tends
to average out over time and therefore is less likely to produce inac-
curate results.

Descriptive Statistics Provide a
Summary of the Data

The first step in evaluating data is to inspect the raw values. This
term refers to data that are as close as possible to the form in which

TN
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FIGURE 2.30

Random Error

Data accuracy can be affected by
random error. For example, say you
time the same research participant
several times. The stopwatch

works accurately. But because your
judgment of starting and stopping
times differs each time, the degree of
error varies each time.
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| ./

2nd recording 3rd recording
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Actual time
(rarely known)

they were collected. In examining raw data, researchers look for
errors in data recording. For instance, they assess whether any
of the responses seem especially unlikely (e.g., studying for 72 hours or a 113-year-
old participant). Once the researchers are satisfied that the data make sense, they
summarize the basic patterns using descriptive statistics. These mathematical forms
provide an overall summary of the study’s results. For example, they might show how
the participants, on average, performed in one condition compared with another.

The simplest descriptive statistics are measures of central tendency. This single value
describes a typical response or the behavior of the group as a whole. The most intuitive
measure of central tendency is the mean, the arithmetic average of a set of numbers. The
class average on an exam is an example of a mean score. Consider our earlier hypotheti-
cal study of cell phone use and driving performance. A basic way to summarize the data
would be to calculate the means for driving performances using number of seconds they
took to travel once around a virtual racetrack in a driving simulator: You would calculate
one mean for when participants were simply holding a cell phone and a second mean for
when they were texting. If texting affects driving, you would expect to see a difference in
the means between those holding cell phones and those using them.

FIGURE 2.31

Systematic Error

Data accuracy can be affected by
systematic error. Here, you time the
same research participant several
times, but the stopwatch is off by 1
minute each time. The degree of error
is constant.

central tendency

A measure that represents the typical
response or the behavior of a group
as a whole.

mean

A measure of central tendency that
is the arithmetic average of a set of
numbers.
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median A second measure of central tendency is the median, the value in a set of numbers
A measure of central tendency that is that falls exactly halfway between the lowest and highest values. For instance, if you
the value in a set of numbers that falls received the median score on a test, half the people who took the test scored lower
exactly halfway between the lowest .

and highest values. than you and half'the people scored higher.

Sometimes researchers will summarize data using a median instead of a mean
mode ) because if one or two numbers in the set are dramatically larger or smaller than all
?h;n;as Stirfer:; See:tt rsacl otf engfr\};\l/uteh?nt ;S the others, the mean will give either an inflated or a deflated summary of the average.
set of numbers. This effect occurs in studies of average incomes. Perhaps approximately 50 percent of

Americans make more than $52,000 per year, but a small percentage of people make
so much more (multiple millions or billions for the richest) that the mean income is
much higher (around $70,000) than the median and is not an accurate measure of
what most people earn. The median provides a better estimate of how much money
the average person makes.

A third measure of central tendency is the mode, the most frequent score or value
ina set of numbers. For instance, the modal number of children in an American family
is two, which means that more American families have two children than any other
number of children. (For examples of how to calculate all three central tendency
measures, see FIGURE 2.32.)

You measure the number of seconds that 11 participants take to drive around a simulated racetrack:

® One takes 55 seconds. ® Two take 45 seconds. ) ) )
e One takes 69 seconds. e One takes 48 seconds. Written in ascendlng Qrder, the nu.mberl .
of seconds per participant looks like this:
e One takes 56 seconds. e One takes 38 seconds.
e One takes 65 seconds. e One takes 34 seconds. 25 34 38 45 45 48 55 56 60 65 69
e One takes 60 seconds. e One takes 25 seconds.
il . total # of seconds 25+34+38+45+45+48+55+56+60+65+69 _ 540
The arithmetic average of a set of numbers — = = =49
total # of participants 11 11
Median
The value that falls exactly halfway between 2534384545 48 5556606569 =48
the lowest and highest values
Mo 25 34 38 45 45 48 55 56 60 65 69 = 45
The most frequent score or value in a set of numbers -
Range =69 -25=
The distance between the largest and smallest values 2534 384545485556 606569 =69-25=44
4 -
37 I Range |
Number i Mode
of participants
1 Median
Mean
0 T T T T T ¢ T T T T T
20 25 30 & 40 45 50 55 60 65 70

Number of seconds participants took to complete one lap

FIGURE 2.32 Descriptive Statistics
Descriptive statistics are used to summarize a data set and to measure the central tendency and variability in a set of numbers. The mean,
median, and mode are different measures of central tendency. The range is a measure of variability.
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In addition to measures of central tendency, another important characteristic of
data is the variability in a set of numbers. In many respects, the mean is meaningless
without knowing the variability. Variability refers to how widely dispersed the values
are from each other and from the mean. The most common measure of variability—
how spread out the scores are—is the standard deviation. This measure reflects how
far away each value is, on average, from the mean. For instance, if the mean score for
an exam is 75 percent and the standard deviation is 5, most people scored between
70 percent and 80 percent. If the mean remains the same but the standard deviation
becomes 15, most people scored between 60 and 90—a much larger spread.

Another measure of how spread out scores are is the range, the distance between
the largest value and the smallest value. Often the range is not very useful, however,
because it is based on only those two scores.

Correlations Describe the Relationships
Between Variables

The descriptive statistics discussed so far are used for

variability

In a set of numbers, how widely
dispersed the values are from each
other and from the mean.

standard deviation

A statistical measure of how far away
each value is, on average, from the
mean.

scatterplot

A graphical depiction of the
relationship between two variables.

correlation coefficient

A descriptive statistic that indicates
the strength of the relationship
between two variables.

summarizing the central tendency and variability in a set of 222 | o i
numbers. Descriptive statistics can also be used to summa- =1 . 2004 o
rize how two variables relate to each other. The first step vl 175 ©
in examining the relationship between two variables is to ] ®
create a scatterplot. This type of graph provides a conve-  Amount 150 0 °
nient picture of the data (FIGURE 2.33). of studyng 1227 o
In analyzing the relationship between two variables, &::I:)s per 10.0 4
researchers can compute a correlation coefficient. This 7.5 °©
descriptive statistic provides a numerical value (between 5.0 1 -
-1.0 and +1.0) that indicates the strength of the relationship 2.5
between the two variables. Some sample scatterplots and 04e , . / .
their corresponding correlation coefficients can be seen in 0 GIZ’A 3 4

FIGURE 2.34.

Here we are considering only one type of relationship: a linear relationship. In
a linear relationship, an increase or decrease in one variable is associated with an
increase or decrease in the other variable. When a linear relationship is strong, know-
ing how people measure on one variable enables you to predict how they will measure
onthe other variable. The two types of linear relationship, as discussed in Section 2.2,
are positive correlations and negative correlations.

If two variables have a positive correlation, they increase or decrease together.
For example, the more people study, the more likely they are to have a higher GPA.

Perfect negative Medium negative  No correlation Medium positive  Perfect positive

correlation correlation correlation correlation
0 °) e}

° °50 0% , o o o

. ) o 0.0 o o )
y-axis ° 0© o © 00 o °
<) 0O o e)
[*) Qo o ©O
o o o ° o o)
° o

X-axis >

= | |
[ |

-1.0 -7 0 +.5 +1.0
Correlation coefficient

FIGURE 2.33 Scatterplots
Scatterplots are graphs that
illustrate the relationship between
two variables. In general, as this
scatterplot indicates, study time is
positively correlated with GPA.

FIGURE 2.34

Correlation Coefficient
Correlations can have different
values between -1.0 and +1.0. These
values reveal different kinds of
relationships between two variables.
The greater the scatter of values,
the lower the correlation. A perfect
correlation occurs when all the
values fall on a straight line.
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A perfect positive correlation is indicated by a value of +1.0 (see Figure 2.34e). If two
variables have a negative correlation, as one increases in value, the other decreases in
value. For example, as people spend more time multitasking, they become less able to
study for their exams, so multitasking and GPA have a negative correlation. A perfect
negative correlation is indicated by a value of -1.0 (see Figure 2.34a). If two variables
showno apparent relationship, the value of the correlation will be anumber close to zero
(assuming alinear relationship for the purposes of this discussion; see Figure 2.34c).

Inferential Statistics Permit Generalizations

Researchers use descriptive statistics to summarize data sets. They use inferential
statistics to determine whether effects actually exist in the populations from which
samples were drawn. For instance, suppose you find that the mean driving perfor-
mance for drivers using cell phones is lower than the mean driving performance
for those not using cell phones. How different do these means need to be for you
to conclude that using a cell phone reduces people’s ability to drive?
A review of 206 studies found that the skills necessary to drive a car can
become impaired when people perform a second task (i.e., multitask; Ferdi-

MIRACLE ) .
_OCCURS . ; nand & Menachemi, 2014). Pretend for a moment, however, that cell phone

use does not influence driving performance. If you measure the driving perfor-
mances of those using cell phones and those not using them, just by chance
there will be some variability in the mean performance of the two groups.

The key is that if cell phone use does not affect driving performance, the prob-
ability of showing a large difference between the two means is relatively small.

Researchers use statistical techniques to determine if the differences among
the sample means are (probably) chance variations or if they reflect actual differ-
ences in the populations.

When the results obtained from a study would be very unlikely to occur if there
really were no differences between the groups of subjects, the researchers conclude
that the results are statistically significant. According to generally accepted stan-
dards, researchers typically conclude there is a significant effect only if the obtained
results would occur by chance less than 5 percent of the time.

“I think you should be more
explicit here in step two.”

META-ANALYSIS Meta-analysis is a type of study that, as its name implies, is an
analysis of multiple analyses. In other words, it is a study of studies that have already
been conducted. With meta-analysis, many studies that have addressed the same
issue are combined and summarized in one “study of studies.” The study we described
that looked at 206 studies is an example of a meta-analysis.

Suppose that ten studies have been conducted on men’s and women'’s effectiveness
as leaders. Among these ten studies, five found no differences, two favored women,
and three favored men. Researchers conducting a meta-analysis would not just count
up the numbers of different findings from the research literature. Instead, they would
weight more heavily those studies that had larger samples. Large samples are more
likely to provide more accurate reflections of what is true in populations (see Figure
2.18). The researchers would also consider the size of each effect. That is, they would

inferential statistics factor in whether each study found a large difference, a small difference, or no differ-
A set of assumptions and procedures ence between the groups being compared—in this case, between women and men.
used to evaluate the likelihood that (The researchers who conducted such a meta-analysis on men’s and women’s effec-
an obse.rved effect s present in the tiveness found no overall differences; Eagly, Karau, & Makhijani, 1995.)

population from which the sample was ) : :

drawn. Because meta-analysis combines the results of separate studies, many researchers

believe that meta-analysis provides stronger evidence than the results of any single
i . study. As discussed earlier in this chapter, we can be more confident about results
A “study of studies" that combines the . . . .
findings of multiple studies to arrive at when the research findings are replicated. Meta-analysis has the concept of replica-
a conclusion. tion built into it.

meta-analysis
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What to Believe? Using Psychological Reasoning

Misunderstanding Statistics: Should You Bet on a Hot Hand?

n 2013, the Miami Heat's LeBron
James set a basketball record by scor-
ing over 30 points, while making over
60 percent of his shots, for six straight
games (FIGURE 2.35). In the seventh
game, James's streak ended, when he
scored on just under 60 percent of his
shots.

Did James have a "hot hand”
during this streak? Are there periods
when particular athletes are relaxed,
confident, and "in the zone" and play
particularly well? Team members try
to get the ball to a person who has
made several shots in a row, because
they think the person’s hot hand will
increase their chance of winning. Many
sports journalists, coaches, athletes,
and fans believe in some form of the
phenomenon.

The psychologist Tom Gilovich and
his colleagues (1985) conducted a series
of studies on the hot hand, to assemble
beliefs about the phenomenon and to
scientifically examine whether it exists.
Their first and crucial step was to turn
the idea of the hot hand into a testable
hypothesis: After a basketball shooter
has made two or three shots in a row,
that shooter will be more likely to make
the next shot than after missing the last
two or three shots. When the research-
ers asked 100 knowledgeable basketball
fans, 91 agreed that this outcome was
likely. If their belief were accurate, then
an analysis of shooting records should
show the increased probability of
making a shot after previous successes
than after previous failures.

To test whether the "hot hand”
hypothesis is supported by evidence,
Gilovich and colleagues examined the
shooting records of the Philadelphia
76ers during the 1980-81 season. The
76ers kept records of the order that
shots had been taken as well as the
outcome of those shots. The data did
not support the hot hand hypothesis.

Players made on average 51 percent
of their shots after making one previ-
ous shot, 50 percent after making two
previous shots, and 46 percent after
making three in a row. If anything, play-
ers were more likely to be successful
after prior misses: 51 percent after one
prior miss, 53 percent after two prior
misses, and 56 percent after missing
three in a row.

As a critical thinker, you might
wonder whether the defensive team
stops the streak by paying more atten-
tion to hot shooters and putting in more
effort to defend against them. To test
this alternative explanation, Gilovich
and colleagues examined free throw
shooting, where the defense does not
matter and players get two free shots.
Players made about the same number
of second free throws whether they
made the first one or not.

Upon hearing the results of this
research, the famous coach Red
Auerbach, of the Boston Celtics,
exclaimed, “Who is this guy? So he
makes a study. | couldn't care less”
(Gilovich, 1991, p. 17). Any one study
might be questionable until other
scientists have replicated the findings.
Indeed, the occasional study supports
the idea of the hot hand for some
sports, such as volleyball (Raab, Gula,
& Gigerenzer, 2011). However, a meta-
analysis of all studies that have exam-
ined this phenomenon enables us to
consider all the outcomes at the same
time. A meta-analysis of 22 published
articles found no evidence that the
hot hand exists (Avugos, Koppen,

Czienskowski, Raab, & Bar-Eli, 2012).
Athletes across various sports were
no more likely to be successful after a
prior success than after a prior failure.
Why do people believe in shoot-
ing streaks? The best answer is that
people are bad at recognizing chance
outcomes. If a fair coin is flipped, most
people intuitively expect there to be a
greater alternation of heads and tails
than occurs by chance. If you flip a coin
20 times in a row, however, there will
be streaks of six heads or tails in a row
10 percent of the time, five in a row 25
percent of the time, and four in a row
50 percent of the time. Players do occa-
sionally sink the shot six, seven, or eight
times in a row, but these occurrences
do not happen any more often than
what we expect from chance, given the
number of shots they take in a game.

FIGURE 2.35 LeBron James
Did a “hot hand" help James during his six-
game streak in 20137
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Summing Up

How Are Data Analyzed and Evaluated?

Data must be valid, reliable, and accurate.

Data should have construct validity (measure what they are
supposed to measure), external validity (apply outside of the
laboratory), and internal validity (accurately represent effects

of manipulations to the independent variable and not something
else).

Descriptive statistics summarize data. They include measures of
central tendency and measures of variability.

Measures of central tendency-such as the mean, median, and
mode-indicate the typical response of a group as a whole.

Measuring Up

1.

When researchers want to summarize in a single number all
the data they collect, they compute a measure of central
tendency. Here are hypothetical data for a study in which
10 people in a sample consumed alcohol. The researchers
measured the number of glasses of alcohol each person
consumed and assessed her or his motor control after
consuming the alcohol. The scores on motor control ranged
from 1 (poor motor control) to 10 (good motor control).
Compute the mean, median, and mode for the amount of
alcohol consumed and the ratings of motor control.

Amount of alcohol consumed Rating of motor control
3 4

NN S WwWwNn o
O —= N0 Wwou N = VO

Measures of variability, such as standard deviation, indicate
how widely numbers are distributed about the mean or average
score.

A correlation coefficient describes the strength and nature of
the relationship between two variables.

Inferential statistics indicate whether the results of a study
reflect a true difference between groups or are likely to be
due to chance.

Meta-analysis combines the results of several studies to arrive
at a conclusion.

Which is an accurate description of the rationale for
inferential statistics?

a. When the means of two sample groups are significantly
different, we still need to compute a mean value for
each population before we can conclude that the groups
really are different.

b. When the means of two sample groups are significantly
different, we can be fairly certain that we did not make
any mistakes in our research.

c. When the means of two sample groups are significantly
different, we can be certain that the data are not
correlated.

d. When the means of two sample groups are significantly
different, we can infer that the differences between the
two groups are unlikely to be due to chance.
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Your Chapter Review

Chapter Summary

2.1 How Is the Scientific Method Used in
Psychological Research?

m Science Has Four Primary Goals: The four primary goals

of science are description (describing what a phenomenon is),
prediction (predicting when a phenomenon might occur), control
(controlling the conditions under which a phenomenon occurs),
and explanation (explaining what causes a phenomenon to occur).

Critical Thinking Means Questioning and Evaluating Infor-
mation: Critical thinking is a skill that helps people become
educated consumers of information. Critical thinkers question
claims, seek definitions for the parts of the claims, and evaluate the

claims by looking for well-supported evidence.

The Scientific Method Aids Critical Thinking: Scientific inquiry
relies on objective methods and empirical evidence to answer
testable questions. The scientific method is based on the use of
theories to generate hypotheses that can be tested by collecting
objective data through research. After a theory has been formu-
lated based on observing a phenomenon, the six steps of the
scientific method are forming a hypothesis based on the theory,
reviewing the scientific literature to see how people are testing
the theory, choosing a research method to test the hypothesis,
conducting the research study, analyzing the data, and disseminat-
ing the results.

Unexpected Findings Can Be Valuable: Unexpected (seren-
dipitous) discoveries sometimes occur, but only researchers who
are prepared to recognize their importance will benefit from them.
Although unexpected findings can suggest new theories, these find-
ings must be replicated and elaborated.

2.2 What Types of Studies Are Used in
Psychological Research?

m Descriptive Research Consists of Case Studies, Obser-

vation, and Self-Report Methods: Researchers observe and
describe naturally occurring behaviors to provide a systematic
and objective analysis. A case study, one kind of descriptive study,
examines an individual or an organization. However, the findings
of a case study may not generalize. Data collected by observation
must be defined clearly and collected systematically. Bias may
occur in the data because the participants are aware they are being
observed or because of the observer’s expectations. Surveys, ques-
tionnaires, and interviews can be used to directly ask people about
their thoughts and behaviors. Self-report data may be biased by the

respondents’ desire to present themselves in a particular way (e.g.,

smart, honest).

Correlational Studies Describe and Predict How Variables
Are Related: Correlational studies are used to examine how vari-
ables are naturally related in the real world. These studies cannot
be used to establish causality or the direction of a relationship
(which variable caused changes in another variable).

The Experimental Method Controls and Explains: Experi-
ments can demonstrate causal relationship between variables.
Experimenters manipulate one variable, the independent variable,
to determine its effect on another, the dependent variable. Research
participants are divided into experimental groups and control
groups. The experimental groups experience the independent vari-
able, and the control groups are used for comparison. In evaluating
the data, researchers must look for confounds—elements, other
than the variables, that may have affected the results.

Random Sampling and Random Assignment Are Important
for Research: Researchers sample participants from the popula-
tion they want to study (e.g., drivers). They use random sampling
when everyone in the population is equally likely to participate
in the study, a condition that rarely occurs. To establish causality
between an intervention and an outcome, random assignment must
be used. When random assignment is used, all participants have an
equal chance of being assigned to any level of the independent vari-
able, and preexisting differences between the groups are controlled.
Culturally sensitive research recognizes the differences among
people from different cultural groups and from different language

backgrounds.

2.3 What Are the Ethics Governing

Psychological Research?

m There Are Ethical Issues to Consider in Research with

Human Participants: Ethical research is governed by principles
that ensure fair, safe, and informed treatment of participants. Insti-
tutional review boards (IRBs) judge study proposals to make sure
the studies will be ethically sound.

There Are Ethical Issues to Consider in Research with
Animals: Research involving nonhuman animals provides useful,
although simpler, models of behavior and of genetics. The purpose
of such research may be to learn about animals’ behavior or to make
inferences about human behavior. Institutional Animal Care and
Use Committee (IACUC) judges study proposals to make sure the
animals will be treated properly. Researchers must weigh their
concerns for individual animals against their concerns for human-
ity’s future.

YOUR CHAPTER REVIEW



2.4 How Are Data Analyzed and Evaluated?

Good Research Requires Valid, Reliable, and Accurate Data:
Data must be meaningful (valid) and their measurement reliable
(i.e., consistent and stable) and accurate.

Descriptive Statistics Provide a Summary of the Data:
Measures of central tendency (mean, median, and mode) and vari-
ability are used to describe data.

Correlations Describe the Relationships Between Variables:
A correlation coefficient is a descriptive statistic that describes the

strength and direction of the relationship between two variables.
Correlations close to zero signify weak relationships. Correlations
near +1.0 or -1.0 signify strong relationships.

Inferential Statistics Permit Generalizations: Inferential
statistics allow us to decide whether differences between two
or more groups are probably just chance variations (suggesting
that the populations the groups were drawn from are the same)
or whether they reflect true differences in the populations being
compared. Meta-analysis combines the results of several studies to
arrive at a conclusion.
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Practice Test

1. Which of the following is a technique that increases scientists’ 4. Which set of conditions should be included in the study? Why?
confidence in the findings from a given research study? a. All participants should be given written directions for a
a. meta-analysis deep-breathing exercise.
b. operationalization of variables b. Some participants should be given written directions for a
c. replication deep-breathing exercise. Other participants should be given a
d. serendipity DVD with demonstrations of deep-breathing exercises.

c. Some participants should be given written directions for a

For the following four questions, imagine you are designing a study deep-breathing exercise. Other participants should be given no

to investigate whether deep breathing causes students to feel less instructions regarding their breathing.

stressed. Because you are investigating a causal question, you will need

to employ experimental research. For each step in the design process, 5. How should participants be chosen for each condition? Why?
indicate the most scientifically sound decision. a. Once people agree to participate in the study, flip a coin to
decide if each will be in the experimental condition or the
2. Which hypothesis is stronger? Why? control condition.
a. Stress levels will differ between students who engage in deep b. Let participants select which condition they would like to
breathing and those who do not. bein.

b. Students who engage in deep breathing will report less stress
than those who do not engage in deep breathing.

3. Which sampling method is strongest? Why?

a. Obtain an alphabetical list of all students enrolled at the college.
Invite every fifth person on the list to participate in the study.

b. Posta note to your Facebook page letting friends know you
would like their help with the study. Ask your friends to let
their friends know about the study, too.

c. Post fliers around local gyms and yoga studios inviting people
to participate in your study.

The answer key for the Practice Tests can be found at the back of the book.
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Biology and
Behavior

IN 2012, JACK OSBOURNE, THE SON OF 0ZZY AND SHARON OSBOURNE,
was 26 years old (FIGURE 3.1). Two weeks after the birth of his daughter Pearl, he
noticed a disturbing problem with his vision. He told People magazine (July 9,
2012) about an experience he had at a gas station: “I was talking to the atten-
dant, and all of a sudden a black dot appeared in my vision ... | was like, ‘'That's
weird." The next day | woke up and the dot had turned into a cigar shape.”
Eventually his vision deteriorated to the point that Jack could barely see out
of his right eye. After a series of tests, physicians determined that Jack was in
the early stages of multiple sclerosis (MS). On his mother’s television talk show
The Talk (June 21, 2012), Osbourne said: “I guess I've been having symptoms
for the last three or four years, but 1 didn't realize it. ... | had problems with my
bladder, problems with my stomach, and then, about two years ago, my legs
went numb for two months, and | just thought | had pinched a nerve.”

Multiple sclerosis is a disorder of the nervous system that is typically diag-
nosed between the ages of 20 and 40. It affects the brain and spinal cord, so
that movements become jerky and victims lose the ability to coordinate their
actions. Movement, coordination, vision, and cognition gradually deteriorate
until they become severely impaired. MS affects about 2.5 million people
throughout the world. The exact cause has not been identified, but research
indicates that genetics and environment are important contributing factors.
Although MS is incurable, symptoms are now manageable in some forms of
the disease.
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FIGURE 3.1

Multiple Sclerosis as a Disorder
of the Nervous System

Jack Osbourne is one of millions of
people with multiple sclerosis. This
disease damages nerve cells in the
brain.

neurons

The basic units of the nervous system;
cells that receive, integrate, and
transmit information in the nervous
system. They operate through
electrical impulses, communicate

with other neurons through chemical
signals, and form neural networks.

central nervous system (CNS)
The brain and the spinal cord.

Learning
Objectives

= Distinguish between the two
basic divisions of the nervous
system.

= Distinguish between the
functions of distinct types of
neurons.

= Describe the structure of the
neuron.

= Describe the electrical and
chemical changes that occur
when neurons communicate.

= |dentify the major
neurotransmitters and their
primary functions.
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Looking closely at multiple sclerosis helps us understand how the nervous
system is critical in our ability to think and behave normally. In MS, damage
to nerve cells limits their ability to send signals to other nerve cells and to
receive signals from other nerve cells. To picture how a nerve cell communi-
cates, imagine the plastic around a wire such as the cord for a lamp. Like the
lamp cord, one part of the nerve cell is covered. The cord is covered not by
plastic but by a fatty layer, which helps the cell to transmit signals to other
nerve cells and other parts of the body. In MS, the fatty layer deteriorates,
short-circuiting normal communication between nerve cells. And normal
communication between nerve cells makes all thought, feeling, and behavior
possible.

So, to know what makes us who we are, we need to understand how the
nervous system works. We need to understand physiological processes and
the genetic underpinnings of those processes. We also need to understand
how aspects of our biology interact with our environments: How does nurture
influence nature, and how does nature influence nurture?

As technology has advanced over the past three decades, researchers have
learned a great deal about the biological basis of brain activity. Brain imaging
techniques have shed light on the functions of different brain regions. Genetic
analysis has revealed how certain disorders are passed from one generation
to the next, made it possible to predict who will develop specific disorders,
and helped identify the functions of specific genes related to psychological
processes. You are about to learn how psychological activity is related to
several aspects of biology, including genes, the endocrine system, and the
nervous system.

3.1 How Does the Nervous
System Operate?

The nervous system is responsible for everything people think, feel, or do. Essen-
tially, each of us is a nervous system. The basic units of this system are the nerve cells,
called neurons (FIGURE 3.2). These cells receive, integrate, and transmit information
in the nervous system. Complex networks of neurons sending and receiving signals
are the functional basis of all psychological activity. Although the actions of single
neurons are simple to describe, human complexity results from billions of neurons.
Each neuron makes contact with tens of thousands of other neurons. Neurons do not
communicate randomly or arbitrarily, however. They communicate selectively with
other neurons to form circuits, or neural networks. These networks develop through
maturation and experience and repeated firing. In other words, permanent alliances
form among groups of neurons.

The Nervous System Has
Two Basic Divisions

Neural networks are linked, and together they form the nervous system. The entire
nervous system is divided into two basic units: the central nervous system and the

BIOLOGY AND BEHAVIOR



peripheral nervous system. The central nervous system (CNS) consists of the brain
and the spinal cord, both of which contain massive numbers of neurons (FIGURE 3.3).
The peripheral nervous system (PNS) consists of all the other nerve cells in the rest of
the body. The CNS and PNS are anatomically separate, but their functions are highly
interdependent. The PNS sends a variety of information to the CNS. The CNS orga-
nizes and evaluates that information and then directs the PNS to perform specific
behaviors or make bodily adjustments.

As discussed more fully later in this chapter, the PNS includes the somatic and
autonomic nervous systems. The somatic component of the PNS is involved in volun-
tary behavior, such as when you reach for an object to see how it feels. The autonomic
component of the PNS is responsible for the less voluntary actions of your body, such
as controlling heart rate and other bodily functions.

Neurons Are Specialized
for Communication

Neurons are specialized for communication. That is, unlike other cells in the body,
nerve cells are excitable: They are powered by electrical impulses and communicate
with other nerve cells through chemical signals. During the reception phase, neurons
take in the chemical signals from neighboring neurons. During integration, incom-
ing signals are assessed. During transmission, they pass their own signals to yet other
receiving neurons.

TYPES OF NEURONS The three basic types of neurons are sensory neurons, motor
neurons, and interneurons (FIGURE 3.4). Sensory neurons detect information from
the physical world and pass that information along to the brain, usually through the
spinal cord. To get a sense of how fast that process can work, think of the last time you
touched something hot or accidentally pricked yourself with a sharp object, such as a
tack. Those signals triggered your body’s nearly instantaneous response and sensory

Nervous system

FIGURE 3.2

Human Neuron

Neurons like this one are the basic
units of the human nervous system.

peripheral nervous system
(PNS)

All nerve cells in the body that are not
part of the central nervous system.
The peripheral nervous system
includes the somatic and autonomic
nervous systems.

sensory neurons

One of the three types of neurons;
these neurons detect information
from the physical world and pass that
information to the brain.

cord and brain. joints, and skin. and brain.

Central nervous Peripheral nervous
system system
Brain Spinal Somatic nervous Autonomic nervous
cord system system
|

Skin, muscles, Brain and Glands and Brain and spinal
and joints spinal cord internal organs cord send
send signals send signals to send signals to signals to the
to the spinal the muscles, the spinal cord glands and

——

internal organs.

Sympathetic Para-
nervous sympathetic
system nervous

system

FIGURE 3.3 The Basic Divisions of the Nervous System
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FIGURE 3.4

The Three Types of Neurons
(Red line) Receptors send signals to
the brain for processing. Those signals
travel through sensory neurons and
the spinal cord. (Blue line) To produce
aresponse, a signal is sent from the
brain to the body through the spinal
cord and motor neurons.

motor neurons

One of the three types of neurons; these
neurons direct muscles to contract or
relax, thereby producing movement.

interneurons

One of the three types of neurons; these
neurons communicate within local or
short-distance circuits.

dendrites

Branchlike extensions of the neuron that
detect information from other neurons.

cell body

The site in the neuron where information
from thousands of other neurons is
collected and integrated.

axon

A long narrow outgrowth of a neuron by
which information is transmitted to other
neurons.

@ Sensory neurons

£) Interneuron
an

) Motor neurons

Section of

B Muscle contraction J
g spinal cord

raises forearm

e ﬂ Sensory receptors
in skin

experience of the impact. The sensory nerves that provide information from the skin
and muscles are called somatosensory nerves. (This term comes from the Greek for
“body sense.” It means sensations experienced from within the body.)

Motor neurons direct muscles to contract or relax, thereby producing movement.
Interneurons communicate within local or short-distance circuits. That is, interneu-
rons integrate neural activity within a single area rather than transmitting informa-
tion to other brain structures or to the body organs.

Sensory and motor neurons work together to control movement. For instance, if
you are using a pen to take notes as you read these words, you are contracting and
relaxing your hand muscles and finger muscles to adjust your fingers’ pressure on the
pen. When you want to use the pen, your brain sends a message via motor neurons to
your finger muscles so they move in specific ways. Receptors in both your skin and
your muscles send back messages through sensory neurons to help determine how
much pressure is needed to hold the pen. This symphony of neural communication
for a task as simple as using a pen is remarkable, yet most of us employ motor control
so easily that we rarely think about it. In fact, our reflexes, automatic motor responses,
occur before we even think about those responses. For each reflex action, a handful of
neurons simply convert sensation into action.

NEURON STRUCTURE Inaddition to performing different functions, neurons have
a wide assortment of shapes and sizes. A typical neuron has four structural regions
that participate in communication functions: the dendrites, the cell body, the axon,
and the terminal buttons (FIGURE 3.5). The dendrites are short, branchlike append-
ages that detect chemical signals from neighboring neurons. In the cell body, also
known as the soma (Greek for “body”), the information received via the dendrites
from thousands of other neurons is collected and integrated.

Once the incoming information from many other neurons has been integrated
in the cell body, electrical impulses are transmitted along a long, narrow outgrowth
known as the axon. Axons vary tremendously in length, from a few millimeters to
more than a meter. The longest axons stretch from the spinal cord to the big toe. You
have heard the term nerve, as in Jack Osbourne’s reference to a “pinched nerve.” In
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Dendrites

Cell body

Direction of
nerve_irM

Node of
Ranvier

Myelin sheath

(glial cells) buttons Synapse

FIGURE 3.5

Neuron Structure

Messages are received by the dendrites, processed in the cell body, transmitted along the axon,
and sent to other neurons via chemical substances released from the terminal buttons across the
synapse. (The myelin sheath, glial cells, and the nodes of Ranvier are discussed on pp. 81-82.)

this context, a nerve is a bundle of axons that carry information between the brain
and other specific locations in the body. At the end of the axon are knoblike structures
called terminal buttons.

The site where chemical communication occurs between neurons is called
the synapse. Neurons communicate by sending chemicals into the synapse, a tiny
gap between the axon of the “sending” neuron and the dendrites of the “receiving”
neurons. Chemicals leave one neuron, cross the synapse, and pass signals along to
other neurons’ dendrites.

The neuron is covered with a membrane, a fatty barrier that does not dissolve in
the watery environment inside and outside the neuron. The membrane is semiperme-
able. In other words, some substances move in or out of the membrane, and some do
not. Located on the membrane are ion channels. These specialized pores allow ions to
pass in and out of the cell when the neuron transmits signals down the axon. Ions are
molecules, some charged negatively and some charged positively. By controlling the
movement of ions, the membrane plays an important role in communication between
neurons: It regulates the concentration of electrically charged molecules that are the
basis of the neuron’s electrical activity.

The Resting Membrane Potential Is
Negatively Charged

When a neuron is resting, not active, the electric charge inside and outside the
membrane is different. This difference is the resting membrane potential. The differ-
ence in the electrical charge occurs because the ratio of negative to positive ions is
greater inside the neuron than outside it. Therefore, the electrical charge inside
the neuron is slightly more negative than the electrical charge outside—typically
—70 millivolts (about 1/ 20 the charge of a AA battery). When a neuron has more nega-
tive ions inside than outside, the neuronis described as being polarized. The polarized
state of the resting neuron creates the electrical energy necessary to power the firing
of'the neuron.

THE ROLES OF SODIUM AND POTASSIUM IONS Two types ofions that contrib-
ute to a neuron’s resting membrane potential are sodium ions and potassium ions.
Although other ions are involved in neural activity, sodium and potassium are most
important for this discussion.

a
x\/\%

terminal buttons

At the ends of axons, small nodules
that release chemical signals from the
neuron into the synapse.

synapse

The gap between the axon of a
“sending"” neuron and the dendrites
of a “receiving” neuron; the site at
which chemical communication occurs
between neurons.

resting membrane potential

The electrical charge of a neuron
when it is not active.
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FIGURE 3.6

Resting Membrane Potential

A neuron at rest is polarized: It has a
more negative electrical charge inside
than outside. The passage of negative
and positive ions inside and outside
the membrane is regulated by ion
channels, such as those located at the
nodes of Ranvier.
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Tons pass through the neuron membrane at the ion channels (FIGURE 3.6). Each
channel matches a specific type of ion: Sodium channels allow sodium ions but
not potassium ions to pass through the membrane, and potassium channels allow
passage of potassium ions but not sodium ions. The flow of ions through each channel
is controlled by a gating mechanism. When a gate is open, ions flow in and out of the
cell membrane. A closed gate prevents their passage. Ion flow is also affected by the
cell membrane’s selective permeability. That is, much like a bouncer at an exclusive
nightclub, the membrane allows some types of ions to cross more easily than others.
Partially as a result of this selective permeability of the cell membrane, more potas-
sium than sodium is inside the neuron.

Another mechanism in the membrane that contributes to polarization is the
sodium-potassium pump. This pump increases potassium and decreases sodium
inside the neuron, activity that helps maintain the resting membrane potential.

Action Potentials Cause
Neural Communication

Neural communication depends on a neuron’s ability to respond to incoming stimula-
tion. The neuron responds by changing electrically and then passing along signals to
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other neurons. An action potential, also called neural firing, is the electrical signal that
passes along the axon. This signal causes the terminal buttons to release chemicals
that transmit signals to other neurons. The following sections examine some factors
that contribute to the firing of an action potential.

CHANGES IN ELECTRICAL POTENTIAL LEAD TO ACTION A neuron receives
chemical signals from nearby neurons through its dendrites. By affecting polariza-
tion, these chemical signals tell the neuron whether to fire. The signals arrive at the
dendrites by the thousands and are of two types: excitatory and inhibitory. Excit-
atory signals depolarize the cell membrane (i.e., decrease polarization by decreasing
the negative charge inside the cell). Through depolarization, these signals increase
the likelihood that the neuron will fire. Inhibitory signals hyperpolarize the cell
(i.e., increase polarization by increasing the negative charge inside the cell). Through
hyperpolarization, these signals decrease the likelihood that the neuron will fire.
Excitatory and inhibitory signals received by the dendrites are combined within the
neuron. Ifthe total amount of excitatory input surpasses the neuron’s firing threshold
(-55 millivolts), an action potential is generated.

When aneuron fires, the sodium gates in the cell membrane open. The open gates
allow sodium ions to rush into the neuron. This influx of sodium causes the inside of
the neuron to become slightly more positively charged than the outside. A fraction of
a second later, potassium channels open to allow the potassium ions inside the cell
membrane to rush out. This change from a negative charge to a positive one inside
the neuron is the basis of the action potential. As the sodium ion channels close, the
sodium ions stop entering the cell. Similarly, as the potassium ion channels close,
potassium ions stop exiting the cell. Thus, during this process, the electrical charge
inside the cell starts out slightly negative in its initial resting state. As the cell fires
and allows more positive ions inside, the charge becomes positive. Through natural
restoration, including the activity of the sodium-potassium pump, the charge then
returns to its slightly negative resting state (FIGURE 3.7).

ACTION POTENTIALS SPREAD ALONG THE AXON When the neuron fires,
the cell membrane’s depolarization moves along the axon like a wave. Sodium ions
rush through their channels, causing adjacent sodium channels to open. Thus,
like toppling dominoes, sodium ion channels open in a series. The action potential
always moves down the axon away from the cell body to the terminal buttons. These

€D Resting membrane A Action potential

action potential

The electrical signal that passes along
the axon and subsequently causes the
release of chemicals from the terminal
buttons.

E) Resting state

potential returns
+70 Sodium
+50 channels
+30 1 Depolarization— close FIGURE 3.7
10~ Action Potential
Membrane Potassium /Repo|arizaﬁon The electrical charge inside
potential _ig-{  Cchannels the neuron starts out
(microvolts) | SRSl slightly negative (resting
-0 Sodium Potassium channels Threshold membrane potential, =70
-50 —t----- channels ----pF---------------5 - start-to close millivolts). As the neuron
open fires, it allows more
707 —— positive ions inside the
T T T T ] cell (depolarization). It
0.0 1.0 2.0 3.0 4.0 5.0  then returns to its slightly
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myelin sheath

A fatty material, made up of glial cells,
that insulates some axons to allow for
faster movement of electrical impulses
along the axon.

nodes of Ranvier

Small gaps of exposed axon, between
the segments of myelin sheath, where
action potentials take place.

all-or-none principle

The principle that when a neuron fires,
it fires with the same potency each
time; a neuron either fires or not-it
cannot partially fire, although the
frequency of firing can vary.
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electrical signals travel quickly down most axons because of the fatty myelin sheath
that encases and insulates many axons like the plastic tubing around wires in an
electrical cord (see Figure 3.5).

The myelin sheath is made up of glial cells, commonly called glia (Greek for “glue”).
The sheath grows along an axon in short segments. Between these segments are
small gaps of exposed axon called the nodes of Ranvier (after the researcher who first
described them). Because of the insulation provided by the myelin sheath, the action
potential skips quickly along the axon. It pauses briefly to be recharged at each node
along the axon. The entire process takes about '/; oo of a second, permitting the fast
and frequent adjustments required for coordinating motor activity. For those axons
without myelin, sodium channels along each part of the membrane must open. Action
potentials are still generated, but the speed of conduction is decreased greatly.

Recall from the chapter opener that Jack Osbourne’s vision was affected because
multiple sclerosis destroys the myelin sheath. Sensory and motor neurons must
maintain their myelin to generate fast signals over long distances. Think of how fast
you are able to remove your hand from a hot surface to avoid being burned. That speed
of movement is the result of myelin, which allows you to feel the heat and reflexively
remove your hand. Sensory and motor axons that have no insulation cannot transmit
their action potentials as quickly or efficiently. The loss of myelin means that visual
information is disrupted and motor actions become jerky and uncoordinated.

ALL-OR-NONE PRINCIPLE Any one signal received by the neuron has little influ-
ence on whether the neuron fires. Normally, a neuron is barraged by thousands of
excitatory and inhibitory signals, and its firing is determined by the number and
frequency of those signals. If the sum of excitatory and inhibitory signals leads to a
positive change in voltage that exceeds the neuron’s firing threshold, an action poten-
tial is generated.

A neuron either fires or it does not. It works like a light switch that is either on
or off, not like a dimmer switch. The all-or-none principle dictates that a neuron fires
with the same potency each time. In other words, it does not fire in a way that can
be described as weak or strong. What is affected by the strength of the stimulation is
how often the neuron fires: The stronger the stimulation, the more frequently it fires
action potentials.

For the sake of comparison, suppose you are playing a video game in which you fire
missiles by pressing a button. Every time you press the button, a missile is launched at
the same velocity as the previous one. It makes no difference how hard you press the
button. If you keep your finger on the button, additional missiles fire in rapid succes-
sion. Likewise, if aneuron in the visual system, for example, receives information that
alight is bright, it might respond by firing more rapidly and more often than when it
receives information that the light is dim. Regardless of whether the light is bright or
dim, the strength of the firing will be the same every time.

Neurotransmitters Bind to Receptors
Across the Synapse

As noted earlier, neurons do not touch one another. They are separated by a small
space known as the synapse, the site of chemical communication between neurons.
Action potentials cause neurons to release chemicals from their terminal buttons.
These chemicals travel across the synapse and are received by other neurons’
dendrites. The neuron that sends the signal is called the presynaptic neuron, and the
one that receives the signal is called the postsynaptic neuron.

BIOLOGY AND BEHAVIOR



Terminal
buttons

Dendrites

b

7., )

| A 4

'

e
B

Action
potential

€D Neurotransmitters are

/ made in the axon.

AXON of presynaptic —___
(sending) neuron

@ Neurotransmitters
are stored in vesicles.

E) Action potentials
cause vesicles to fuse
to the presynaptic
membrane and
release their contents

TERMINAL—_// into the synapse.

BUTTON

3 Neurotransmission
is terminated by
reuptake, enzyme
deactivation, or
autoreception.

SYNAPSE

Enzyme— %% ’

Postsynaptic

receptor E Released neuro-

transmitters bind
to the postsynaptic
receptors.

E

deactivation

Q//\

| DENDRITE of
I postsynaptic
(receiving) neuron

— A neurotransmitter can bind
only with its particular type of
receptor, much as a key fits
only with the right lock.

J

How do these chemical signals work (FIGURE 3.8)? Inside each terminal button
are neurotransmitters, chemicals that are made in the axon and stored in vesicles
(small, fluid-filled sacs). When released by the vesicles, the neurotransmitters convey
signals across the synapse to postsynaptic cells.

After an action potential travels to the terminal button, it causes the vesicles to
attach to the presynaptic membrane and release their neurotransmitters into the
synapse. These neurotransmitters then travel across the synapse and attach them-
selves, or bind, to receptors on the postsynaptic neuron. Receptors are specialized
protein molecules located on the postsynaptic membrane that specifically respond to
the chemical structure of the neurotransmitter available in the synapse. The binding
of a neurotransmitter with a receptor can cause ion channels to open or close more
tightly, producing an excitatory or an inhibitory signal in the postsynaptic neuron. As
mentioned previously, an excitatory signal encourages the neuron to fire. An inhibi-
tory signal discourages it from firing.

HOW DOES THE NERVOUS SYSTEM OPERATE?

FIGURE 3.8 How
Neurotransmitters Work

neurotransmitters
Chemical substances that transmit
signals from one neuron to another.

receptors

In neurons, specialized protein
molecules on the postsynaptic
membrane; neurotransmitters bind to
these molecules after passing across
the synapse.




reuptake

The process whereby a
neurotransmitter is taken back into
the presynaptic terminal buttons,
thereby stopping its activity.

acetylcholine (ACh)

The neurotransmitter responsible for

motor control at the junction between
nerves and muscles; it is also involved
in mental processes such as learning,

memory, sleeping, and dreaming.
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NEUROTRANSMITTERS BIND WITH SPECIFIC RECEPTORS More than 60
chemicals convey information in the nervous system. Different neurotransmitters
influence emotion, thought, or behavior. In much the same way as a lock opens only
with the correct key, each receptor can be influenced by only one type of neurotrans-
mitter.

Once a neurotransmitter is released into the synapse, it continues to bind with
receptors and continues to exert an inhibitory or excitatory effect. It also blocks
new signals until its influence is terminated. The three major events that terminate
the neurotransmitter’s influence in the synapse are reuptake, enzyme deactivation,
and autoreception. Reuptake occurs when the neurotransmitter is taken back into
the presynaptic terminal buttons. An action potential prompts terminal buttons to
release the neurotransmitter into the synapse and then take it back for recycling. The
cycle of reuptake and release repeats continuously. Enzyme deactivation occurs when
an enzyme destroys the neurotransmitter in the synapse. Different enzymes break
down different neurotransmitters. Neurotransmitters can also bind with receptors
on the presynaptic neuron. These autoreceptors monitor how much neurotransmit-
ter has been released into the synapse. When an excess is detected, the autoreceptors
signal the presynaptic neuron to stop releasing the neurotransmitter.

All neurotransmitters have excitatory or inhibitory effects on action potentials.
They do so by affecting the polarization of the postsynaptic cells. The effects are
a function of the receptors that the neurotransmitters bind to. Recall the lock and
key idea, in which a specific neurotransmitter binds only with certain receptors.
The receptor always has a specific response, either excitatory or inhibitory. The
same neurotransmitter can send excitatory or inhibitory postsynaptic signals,
depending on the particular receptor’s properties. In other words, the effects of
a neurotransmitter are not a property of the chemical. Instead, the effects are a
function of the receptor to which the neurotransmitter binds. Any neurotransmit-
ter can be excitatory or inhibitory. Alternatively, it can produce radically different
effects, depending on the properties of the receptor and on the receptor’s location
in the brain.

Neurotransmitters Influence Mental
Activity and Behavior

Much of what we know about neurotransmitters has been learned through the
systematic study of how drugs and toxins affect emotion, thought, and behavior. Drugs
and toxins can alter a neurotransmitter’s action in many ways. For example, they can
alter how a neurotransmitter is synthesized. They can raise or lower the amount of a
neurotransmitter released from the terminal buttons. Or, by blocking reuptake, they
can change the way a neurotransmitter is deactivated in the synapse and therefore
affect the concentration of the neurotransmitter.

Drugs and toxins that enhance the actions of neurotransmitters are known as
agonists. Drugs and toxins that inhibit these actions are known as antagonists. Drugs
and toxins can also mimic neurotransmitters and bind with their receptors as if they
were the real thing (FIGURE 3.9). Addictive drugs such as heroin, for example, have
their effects because they are chemically similar to naturally occurring neurotrans-
mitters. The receptors cannot differentiate between the ingested drug and the real
neurotransmitter released from a presynaptic neuron. That is, although a neurotrans-
mitter fits a receptor the way a key fits a lock, the receptor/lock cannot tell a real
neurotransmitter/key from a forgery—either will open it.
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They can mimic a particular neurotransmitter, binding to that
neurotransmitter’s postsynaptic receptors and either
activating them or increasing the neurotransmitter’s effects.

They can mimic a particular neurotransmitter, binding to
that neurotransmitter’s postsynaptic receptors enough
to block neurotransmitter binding.

FIGURE 3.9 How Drugs Work

Researchers often inject agonists or antagonists into animals to assess how
neurotransmitters affect behavior. The goal is to develop drug treatments for many
psychological and medical disorders. For instance, researchers can test the hypothe-
sisthat a certain neurotransmitter in a specific brain region leads to increased eating.
Injecting an agonistinto that brain region should increase eating. Injecting an antago-
nist should decrease eating.

TYPES OF NEUROTRANSMITTERS There are many kinds of neurotransmitters.
Eight of them are particularly important in understanding how we think, feel, and
behave (TABLE 3.1).

The neurotransmitter acetylcholine (ACh) is responsible for motor control at
the junctions between nerves and muscles. After moving across synapses, ACh
(pronounced A-C-H) binds with receptors on muscle cells, making the muscles

contract or relax. For instance, ACh excites skeletal muscles and inhibits heart
muscle. As is true of all neurotransmitters, whether ACh’s effects will be excitatory or
inhibitory depends on the receptors.

Botulism, a form of food poisoning, is caused by Botulinum toxin. This neurotoxin
inhibits the release of ACh. The resulting paralysis of muscles leads to difficulty in
chewing, difficulty in breathing, and often death. Because of its ability to paralyze
muscles, very small doses of Botulinum toxin are used for cosmetic surgery. Physicians
inject the toxin, popularly known as Botox, into the eyebrow region, paralyzing muscles
that produce certain wrinkles (FIGURE 3.10). Because the effects wear off over time, a
new dose of Botox needs to be injected every two to four months. If too much Botox is
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FIGURE 3.10

Acetylcholine and Botox
Acetylcholine (ACh) is responsible for
motor control between nerves and
muscles. Botox inhibits the release

of ACh, paralyzing muscles. Here, a
woman receives a Botox injection to
remove wrinkles in her forehead.




TABLE 3.1 Common Neurotransmitters and Their Major Functions

NEUROTRANSMITTER

PSYCHOLOGICAL FUNCTIONS

Acetyicholine

Epinephrine

Norepinephrine

Serotonin

Dopamine

GABA (gamma-aminobutyric acid)

Glutamate

Endorphins

Motor control over muscles

Learning, memory, sleeping, and dreaming
Energy

Arousal, vigilance, and attention
Emotional states and impulsiveness
Dreaming

Reward and motivation

Motor control over voluntary movement
Inhibition of action potentials

Anxiety reduction

Enhancement of action potentials
Learning and memory

Pain reduction

Reward

epinephrine

A monoamine neurotransmitter
responsible for bursts of energy
after an event that is exciting or
threatening.

norepinephrine

A monoamine neurotransmitter
involved in states of arousal and
attention.

serotonin

A monoamine neurotransmitter
important for a wide range of
psychological activity, including
emotional states, impulse control,
and dreaming.

dopamine

A monoamine neurotransmitter
involved in motivation, reward,
and motor control over voluntary
movement.

GABA

Gamma-aminobutyric acid; the
primary inhibitory transmitter in the
nervous system.

glutamate

The primary excitatory transmitter in
the nervous system.

injected, however, the result can be an expressionless face, because Botox paralyzes the
facial muscles used to express emotions, as in smiling and frowning.

Acetylcholine is also involved in complex mental processes such as learning,
memory, sleeping, and dreaming. Because ACh affects memory and attention, drugs
that are ACh antagonists can cause temporary amnesia. In a similar way, Alzheimer’s
disease, a condition characterized primarily by severe memory deficits, is associ-
ated with diminished ACh functioning (Geula & Mesulam, 1994). Drugs that are ACh
agonists may enhance memory and decrease other symptoms, but so far drug treat-
ments for Alzheimer’s have experienced only marginal success.

Four transmitters (epinephrine, norepinephrine, serotonin, and dopamine) are
grouped together because each has the same basic molecular structure. Together they
are called monoamines. Their major functions are to regulate arousal, regulate feel-
ings, and motivate behavior.

The neurotransmitter epinephrine was initially called adrenaline. This name is
the basis for the phrase adrenaline rush, a burst of energy caused by the release of
epinephrine that binds to receptors throughout the body. This energy boost is part
of a system that prepares the body for dealing with threats from an environment (the
fight-or-flight response, discussed in Chapter 11, “Health and Well-Being”). Norepi-
nephrine is involved in states of arousal and alertness. It is especially important for
vigilance, a heightened sensitivity to what is going on around you. Norepinephrine
appears useful for fine-tuning the clarity of attention.

Serotonin is involved in a wide range of psychological activities. It is especially
important for emotional states, impulse control, and dreaming. Low levels of sero-
tonin are associated with sad and anxious moods, food cravings, and aggressive
behavior. Some drugs block serotonin reuptake and thus leave more serotonin at the
synapse to bind with the postsynaptic neurons. These drugs are used to treat a wide
array of mental and behavioral disorders, including depression, obsessive-compul-
sive disorders, eating disorders, and obesity (Tollesfson, 1995). One class of drugs that
specifically target serotonin is prescribed widely to treat depression. These drugs,
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which include Prozac, are referred to as selective serotonin
reuptake inhibitors, or SSRIs.

Dopamine serves many significant brain functions,
especially motivation and reward. Many theorists
believe dopamine communicates which activities may
be rewarding. For example, eating when hungry, drinking
when thirsty, and having sex when aroused activate dopa-
mine receptors and therefore are experienced as plea-
surable. When we see food, dopamine activity motivates
us to want to eat it. Dopamine activation is also involved
in motor control and planning. It helps guide behavior
toward things—objects and experiences—that will lead to
additional reward.

A lack of dopamine may be involved in problems with
movement, and dopamine depletion is implicated in
Parkinson’s disease. Parkinson’s is a degenerative and
fatal neurological disorder marked by muscular rigid-
ity, tremors, and difficulty initiating voluntary action.
It affects about 1 in every 200 older adults and occurs in

all known cultures. The actor Michael J. Fox is one of the "VEL WANE TO GET DR enprick

many famous people who have developed this disease
(FIGURE 3.11). Most people with Parkinson’s do not expe-
rience symptoms until after age 50, but as Fox’s case makes clear, the disease can
occur earlier in life.

With Parkinson’s disease, the dopamine-producing neurons slowly die off. In the
later stages of the disorder, people suffer from cognitive and mood disturbances.
Injections of one of the chiefbuilding blocks of dopamine, L-DOPA, help the surviv-
ing neurons produce more dopamine. When used to treat Parkinson’s disease,
L-DOPA often produces a remarkable, though temporary, recovery.

A promising development in Parkinson’s research is deep brain stimulation.
This procedure involves surgically implanting electrodes deep within the brain
and then using mild electrical stimulation in the regions affected by the disorder,
much the way a pacemaker stimulates the heart. Deep brain stimulation of motor
regions of the brains of Parkinson’s patients reverses many of the movement prob-
lems associated with the disease (DeLong & Wichmann, 2008). Researchers have
reported successful results from this treatment, lasting as long as eleven years
(Rizzone et al., 2014). Although DBS helps with the motor symptoms of Parkin-
son’s, other symptoms of the disease progressively become worse over time.

GABA (gamma-aminobutyric acid) is the primary inhibitory neurotransmitter
in the nervous system. It is more widely distributed throughout the brain than most
other neurotransmitters. Without the inhibitory effect of GABA, synaptic excitation
might get out of control and spread through the brain chaotically. Epileptic seizures
may be caused by low levels of GABA (Upton, 1994). Drugs that are GABA agonists are
widely used to treat anxiety disorders. For instance, benzodiazepines, which include
drugs such as Valium and Xanax, help people relax. Ethyl alcohol—the type people
drink—also facilitates GABA transmission, which is why alcohol is typically experi-
enced as relaxing.

In contrast, glutamate is the primary excitatory transmitter in the nervous system
and is involved in fast-acting neural transmission throughout the brain. Glutamate
receptors aid learning and memory by strengthening synaptic connections. Excessive
glutamate release canlead to overexcitement of the brain, which can produce seizures
as well as destruction of neurons. Overexcitement caused by excess glutamate is
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FIGURE 3.11

A Public Figure with Parkinson's
Michael J. Fox was diagnosed with
Parkinson’s disease in 1991 and
disclosed his condition to the public

in 1998. He has since created the
Michael J. Fox Foundation, which
advocates for research toward finding
a cure for Parkinson's.
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endorphins

Neurotransmitters involved in natural
pain reduction and reward.

FIGURE 3.12

Exercise and Endorphins
Endorphins are involved in both pain
reduction and reward, and scientists
think that endorphin production

can be stimulated by strenuous
exercise. An endurance event, such
as a marathon or a speed skating
competition, will yield an enormous
endorphin rush. Here, the final leg
runner in the Saudi men's 4 x 400
relay team, Yousef Ahmed Masrahi,
celebrates after finishing first in the
men's relay final at the 16th Asian
Games in Guangzhou on November
26, 2010.
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linked to many diseases and types of brain damage. For example, much of the damage
inflicted to the brain following a stroke or trauma to the brain is caused by the exces-
sive release of glutamate that naturally occurs following brain injury (Choi & Roth-
man, 1990; Dhawan et al., 2011).

Endorphins are involved in both natural pain reduction and reward (FIGURE 3.12).
In the early 1970s, researchers established that opiate drugs such as heroin and
morphine bind to receptors in the brain, and this finding led to the discovery of natu-
rally occurring substances in the body that bind to those sites (Pert & Snyder, 1973).
Called endorphins (short for endogenous morphine), these substances are part of the
body’s natural defense against pain.

Pain is useful because it signals to animals, human and nonhuman, that they
are hurt or in danger and therefore should try to escape or withdraw. Pain can also
interfere with adaptive functioning, however. If pain prevents animals from engag-
ing in behaviors such as eating, competing, and mating, the animals fail to pass along
their genes. Endorphins’ painkilling, or analgesic, effects help animals perform these
behaviors even when they are in pain. In humans, the administration of drugs, such
as morphine, that bind with endorphin receptors reduces the subjective experience
of pain. Apparently, morphine alters the way pain is experienced rather than blocking
the nerves that transmit pain signals: People still feel pain, but they report detach-
ment and do not care about the pain (Foley, 1993).

Summing Up

How Does the Nervous System Operate?

= Neurons are the nervous system'’s basic units. Their task is to receive, process, and pass
information to other neurons.

= The nervous system is divided into two basic units: The central nervous system consists of
the brain and spinal cord. The peripheral nervous system consists of all nerve cells beyond
the brain and spinal cord.

= A neuron receives information at the dendrites and processes that information in its cell
body. If the information is excitatory, the neuron will generate an action potential, or “fire.”
Firing sends a signal down the axon to release neurotransmitters into the synapse.

= Many neurons are insulated by a myelin sheath, which surrounds the axon and allows the
action potential to travel rapidly.

= When a neuron is in a resting state, it is negatively charged. Whether a neuron fires depends
on the combination of excitatory and inhibitory signals it receives. Receiving excitatory
signals encourages the neuron to fire. Receiving inhibitory signals discourages it from firing.

= The intensity of the excitatory signal affects the frequency of neural firing but not its
strength. Neurons fire on an all-or-none basis.

m  After firing, ion channels close and the neuron returns to its negative resting state. Action
potentials are terminated by the removal of neurotransmitters from the synapse. This
removal occurs through reuptake, enzyme deactivation, or the actions of autoreceptors.

m Substances that enhance the actions of neurotransmitters are agonists. Substances that
inhibit the actions of neurotransmitters are antagonists.

= FEight neurotransmitters are especially important for psychological research: Acetylcholine
is involved in motor control and mental processes, such as memory. Epinephrine and
norepinephrine are associated with energy, arousal, and attention. Serotonin is important for
emotional states, impulse control, and dreaming. Dopamine is involved in reward, motivation,
and motor control. GABA and glutamate are related to general inhibition and excitation.
Endorphins are important in pain reduction.

BIOLOGY AND BEHAVIOR



Measuring Up

1. Neurons communicate by electrochemical signal. Imagine that a neurotransmitter binds
to a postsynaptic receptor. What would happen afterward? Put the following steps in
the correct order so they describe this process.

An action potential is generated down the axon.

Neurotransmitters are released into the synapse.

Through reuptake, the neurotransmitter returns to the presynaptic neuron.
Sodium channels open.

o 0 T o
e A

2. Match each major neurotransmitter with its major functions.

Neurotransmitter Major functions

a. norepinephrine 1. emotional states, impulse control, dreaming

b. glutamate 2. reward, motivation, voluntary muscle control

c. acetylcholine 3. generates excitatory action potentials, facilitates

d. serotonin learning and memory

e. endorphins 4. arousal, vigilance, attention

f. dopamine 5. motor control, learning, memory, sleeping, dreaming
g. GABA 6. reward, pain reduction

h. epinephrine 7. energy

8. inhibits action potentials, reduces anxiety
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3.2 What Are the Basic Brain
Structures and Their
Functions?

The brain is best viewed as a collection of interacting neural circuits. These circuits
have accumulated and developed throughout human evolution. As our ancestors
adapted to their environments, the brain has evolved specialized mechanisms to
regulate breathing, food intake, body fluids, and sexual and social behavior, as well as
sensory systems to aid in navigation and assist in recognizing friends and foes. Every-
thing we are and do is orchestrated by the brain and, for more rudimentary actions, by
the spinal cord (FIGURE 3.13). Early in life, overabundant connections form among the
brain’s neurons. Subsequently, life experiences help “prune” some of these connec-
tions to strengthen the rest, much as pruning weak or nonproductive branches will
strengthen a fruit tree.

The brain’s basic structures and their functions enable people to accomplish feats
such as seeing, hearing, remembering, and interacting with others. Understanding
these relationships also helps us understand psychological disorders.

EARLY RESEARCHERS DEBATED THE RELATIONSHIP BETWEEN STRUC-
TURE AND FUNCTION By the beginning of the nineteenth century, anatomists
understood the brain’s basic structure reasonably well. But debates raged over how
the brain produced mental activity. Did different parts do different things? Or were
all areas of the brain equally important in cognitive activities such as problem solving
and memory?

WHAT ARE THE BASIC BRAIN STRUCTURES AND THEIR FUNCTIONS?

Learning
Objective

= |dentify the basic structures
of the brain and their
primary functions.

Spinal cord

FIGURE 3.13

The Brain and the Spinal Cord
This drawing illustrates the brain’s
exterior and its connection with the
spinal cord. The view is from the left
side of the body.




FIGURE 3.14

Phrenology

In a phrenological map, each region of
the skull is associated with a feature.
Each association is meant to reflect a
process occurring in the brain under
the skull.

Broca's area

A small portion of the left frontal
region of the brain, crucial for the
production of language.

In the early nineteenth century, the neuroanatomist Franz Gall and his assis-
tant, the physician Johann Spurzheim, hypothesized about the effects of mental
activity on brain anatomy. Gall and Spurzheim proposed that if a person used a
particular mental function more than other mental functions, the part of the brain
where the emphasized function was performed would grow. This growth would
produce a bump in the overlying skull. By carefully feeling the skull, one could
describe the personality of the individual. This practice came to be known as phre-
nology (FIGURE 3.14).

Gall was a physician, not a scientist. He noted correlations, but he did not practice
the scientific method and sought only to confirm, not disprove, his ideas. In any case,
at the time, the technology was not available to test this theory scientifically. Phrenol-
ogy soon fell into the hands of frauds and quacks, but it helped spread the seemingly
scientific principle that brain functions were localized.

The first strong scientific evidence that brain regions perform specialized func-
tions came from the work of the nineteenth-century physician and anatomist Paul
Broca (Finger, 1994). One of Broca’s patients had lost the ability to say anything other
than the word tan, though he could still understand language. After the patient died,
in 1861, Broca performed an autopsy. When he examined the patient’s brain, Broca
found a large area of damage in a section of the front left side. This observation led
him to conclude that this particular region was important for speech. Broca’s theory
has survived the test of time. This left frontal region, crucial for the production of
language, became known as Broca's area (FIGURE 3.15).

For most of human history, theorists and researchers have not had methods for
studying ongoing mental activity in the working brain. In the 1980s, the invention of
brain imaging methods changed that situation swiftly and dramatically. As discussed
in the following section, the new imaging techniques have advanced our understand-
ing of the human brain the way the development of telescopes advanced our under-
standing of astronomy—and the brain’s structures and functions may be as complex
as distant galaxies.

Scientists Can Now Watch the
Working Brain

Psychologists collect data about the ways people’s bodies respond to particular tasks
or events. For instance, when people are frightened, their muscles become tense and

(b)

FIGURE 3.15 Broca's Area
(a) Paul Broca studied a patient's brain and identified the damaged area as crucial for speech production.
(b) This illustration shows the location of Broca's area.
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their hearts beat faster. Other bodily systems influ-
enced by mental states include blood pressure, blood
temperature, perspiration rate, breathing rate, and
pupil size. Measurements of these systems are exam-
ples of psychophysiological assessment. In this type
of testing, researchers examine how bodily functions
(physiology) change in association with behaviors or
mental states (psychology).

Police investigators often use polygraphs, popularly known as “lie detectors,” to
assess some bodily states (FIGURE 3.16). The assumption behind these devices is that
people who are lying experience more arousal and therefore are more likely to show
physical signs of stress. This method is not precise, however, and so lie detectors
do not accurately measure whether someone is lying. (The limitations of lie detec-
tors are discussed further in the “What to Believe? Using Psychological Reasoning”
feature in Chapter 10.)

o ¥ = ¥ W STHHT)

ELECTROPHYSIOLOGY Electrophysiology is a data collec-
tion method that measures electrical activity in the brain.
Small electrodes on the scalp act like small microphones
that pick up the brain’s electrical activity instead of sounds.
The device that measures brain activity is an electroenceph-
alograph (EEG; FIGURE 3.17). This measurement is useful
because different behavioral states produce different and
predictable EEG patterns. As a measure of specific cognitive
states, however, the EEG is limited. Because the recordings
(electroencephalograms) reflect all brain activity, they are too “noisy” or imprecise
to isolate specific responses to particular stimuli. A more powerful way of examin-
ing how brain activity changes in response to a specific stimulus involves conduct-
ing many trials with a single individual and averaging across the trials. Because this
method enables researchers to observe patterns associated with specific events, it is
called event-related potential (ERP).

BRAIN IMAGING The brain’s electrical activity is associated with changes in the
flow of blood carrying oxygen and nutrients to the active brain regions. Brain imag-
ing methods measure changes in the rate, or speed, of the flow of blood to different
regions of the brain. By keeping track of these changes, researchers can monitor
which brain areas are active when people perform particular tasks or experience
particular events. Imaging is a powerful tool for uncovering where different systems
reside in the brain and how different brain areas interact to
process information.

= Positron emission tomography (PET) Afterthe
injection of a relatively harmless radioactive substance
into the bloodstream, a positron emission tomography
(PET) scan enables researchers to find the most active
brain areas (FIGURE 3.18). The increased blood flow
carrying the radioactive material leads these regions to
emit more radiation. One downside of PET is the need to
inject aradioactive substance into the body. For safety
reasons, researchers limit the use of this technology.

= Magnetic resonance imaging (MRI) With magnetic resonance imaging
(MRI), a powerful magnetic field is used to momentarily disrupt the brain’s

CECECEAEER)

FIGURE 3.16

Polygraph

A polygraph (lie detector) measures
changes in bodily functions (e.g.,
heart rate, perspiration rate, blood
pressure) related to behaviors or
mental states. These changes are not
reliable measures of lying.

FIGURE 3.17
Electroencephalograph

An electroencephalograph (EEG)
measures the brain's electrical activity.

electroencephalograph (EEG)

A device that measures electrical
activity in the brain.

positron emission tomography
(PET)

A method of brain imaging that
assesses metabolic activity by using a
radioactive substance injected into the
bloodstream.

FIGURE 3.18

Positron Emission Tomography
Positron emission tomography (PET)
scans the brain's metabolic activity.
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FIGURE 3.19

Magnetic Resonance Imaging
Magnetic resonance imaging (MRI)
produces a high-resolution image of
the brain.

magnetic resonance imaging
(MRI)

A method of brain imaging that uses
a powerful magnetic field to produce
high-quality images of the brain.

functional magnetic resonance
imaging (fMRI)

An imaging technique used to examine
changes in the activity of the working
human brain by measuring changes in
the blood's oxygen levels.

transcranial magnetic
stimulation (TMS)

The use of strong magnets to briefly
interrupt normal brain activity as a
way to study brain regions.

FIGURE 3.20 Functional
Magnetic Resonance Imaging
Functional magnetic resonance
imaging (fMRI) maps mental activity
by assessing the blood's oxygen level
in the brain.
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magnetic forces (FIGURE 3.19). During this process, energy
is released from brain tissue in a form that can be measured
by detectors surrounding the head. Because different types
of brain tissue release energy differently, the researchers
can produce a high-resolution image of the brain. (The
amount of energy released is very small, so having an MRI
is not dangerous. Nor is there any danger in being exposed
to the magnetic field at the levels used in research.) MRI

is extremely valuable for providing information about

the structure of the brain. For instance, it can be used to
determine the location of brain damage or of a brain tumor.

Functional magnetic resonance imaging (fMRI) Functional magnetic
resonance imaging (fMRI) makes use of the brain’s blood flow to map the
working brain (FIGURE 3.20). Whereas PET measures blood flow directly

by tracking a radioactive substance, fMRI measures blood flow indirectly

by assessing changes in the blood’s oxygen level. As with all brain imaging
methods, the participant performs a task that differs from the first one in
only one way and that reflects the particular mental function of interest. The
researchers then compare images to examine differences in blood flow and
therefore brain activity.

TRANSCRANIAL MAGNETIC STIMULATION One limitation of brain imaging is
that the findings are necessarily correlational. We know that certain brain regions
are active while a task is performed. We do not know whether each brain region is
necessary for that particular task. To see whether a brain region is important for a
task, researchers ideally want to compare performances when that area is working
effectively and when it is not. Transcranial magnetic stimulation (TMS) uses a very fast
but powerful magnetic field to disrupt brain activity momentarily in a specific brain
region (FIGURE 3.21). This technique has its limitations, particularly that it can be
used only for short durations to examine brain areas close to the scalp. When used
along with imaging, however, it is a powerful method for examining which brain
regions are necessary for specific psychological functions.

The following sections discuss specific brain areas. While these areas do not
work in isolation, each one is linked with particular mental processes and particular
behaviors.

The Brain Stem Houses
the Basic Programs of
Survival

The spinal cord is a rope of neural tissue. As shown
in Figure 3.13, the cord runs inside the hollows of the
vertebrae from just above the pelvis up into the base
of the skull. One of its functions is the coordination
of reflexes, such as the reflexive movement of your leg when a doctor taps your
knee or the reflexive movement of your arm when you jerk your hand away from
aflame. The cord’s most important function is to carry sensory information up to
the brain and carry motor signals from the brain to the body parts below to initi-
ate action.

BIOLOGY AND BEHAVIOR



In cross section, the spinal cord is seen to be composed
of two distinct tissue types: the gray matter, which is domi-
nated by neurons’ cell bodies, and the white matter, which
consists mostly of axons and the fatty myelin sheaths that
surround them. Gray matter and white matter are clearly
distinguishable throughout the brain as well. In the brain,
gray matter consists mostly of neuron bodies that have
nonmyelinated axons and communicate only with nearby
neurons. White matter consists mostly of myelinated axons
that travel between brain regions.

In the base of the skull, the spinal cord thickens and becomes more complex as
it transforms into the brain stem (FIGURE 3.22). The brain stem consists of the
medulla oblongata, the pons, and the midbrain. It houses the nerves that control the
most basic functions of survival, such as heart rate, breathing, swallowing, vomit-
ing, urination, and orgasm. A significant blow to this region can cause death. As a
continuous extension of the spinal cord, the brain stem also performs functions for
the head similar to those that the spinal cord performs for the rest of the body. Many
reflexes emerge from here, analogous to the spinal reflexes; gagging is one example.

The brain stem also contains a network of neurons, known collectively as the
reticular formation. The reticular formation projects up into the cerebral cortex
(outer portion of the brain—discussed shortly) and affects general alertness. It is
also involved in inducing and terminating the different stages of sleep (as discussed
in Chapter 4, “Consciousness”).

The Cerebellum Is Essential for Movement

The cerebellum (Latin, “little brain”) is a large protuberance connected to the back
of the brain stem (FIGURE 3.23). Its size and convoluted surface make it look like an
extra brain. The cerebellum is extremely important for proper motor function, and
damage to its different parts produces very different effects. For example, damage to
the little nodes at the very bottom causes head tilt,
balance problems, and a loss of smooth compensa-

tion of eye position for head movement.

Try turning your head while looking at this
book. Notice that your eyes remain focused on the
material. Your eyes would not be able to do that if an
injury affected the bottom of your cerebellum. Damage to
the ridge that runs up the back of the cerebellum would affect
your walking. Damage to the bulging lobes on either side
would cause a loss of limb coordination, so you would not

Cerebral cortex
(thought, planning)

be able to perform tasks such as reaching smoothly to
pick up a pen.

The cerebellum’s most obvious role is in motor
learning and motor memory. It seems to be “trained”
by the rest of the nervous system and operates inde-

Brain stem Pons
(survival)

pendently and unconsciously. For example, the cere-
bellum allows you to ride a bicycle effortlessly while
planning your next meal. In fact, the cerebellum may be
involved in cognitive processes such as making plans,
remembering events, using language, and experiencing

emotion. the cerebral cortex.

WHAT ARE THE BASIC BRAIN STRUCTURES AND THEIR FUNCTIONS?
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1l Medulla
oblongata

Midbrai

FIGURE 3.21

Transcranial Magnetic
Stimulation

Transcranial magnetic stimulation
(TMS) momentarily disrupts brain
activity in a specific brain region.

brain stem

An extension of the spinal cord;

it houses structures that control
functions associated with survival, such
as heart rate, breathing, swallowing,
vomiting, urination, and orgasm.

cerebellum

A large, convoluted protuberance

at the back of the brain stem; it is
essential for coordinated movement
and balance.

M Reticular formation
(sleep and arousal)

4

Spinal cord

FIGURE 3.22 The Brain Stem
This drawing shows the brain stem and its parts, in relation to




FIGURE 3.23 The Cerebellum
The cerebellum is located at the back
of the brain: It is below the cerebral
cortex and behind the brain stem.

thalamus

The gateway to the brain; it receives
almost all incoming sensory
information before that information
reaches the cortex.

hypothalamus

A brain structure that is involved in
the regulation of bodily functions,
including body temperature, body
rhythms, blood pressure, and blood
glucose levels; it also influences our
basic motivated behaviors.

hippocampus

A brain structure that is associated
with the formation of memories.

amygdala

A brain structure that serves a vital
role in learning to associate things
with emotional responses and in
processing emotional information.

basal ganglia

A system of subcortical structures
that are important for the planning
and production of movement.
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Subcortical Structures
Control Emotions and
Appetitive Behaviors

Above the brain stem and cerebellum is the fore-
brain, which consists of the two cerebral hemi-
spheres (left and right; FIGURE 3.24). From
the outside, the most noticeable feature of the
forebrain is the cerebral cortex. Below the cere-
bral cortex are the subcortical regions, which

|

~

are so named because they lie under the cortex.

W Cerebellum

. Subcortical structures that are important for
(motor function)

understanding psychological functions include
the hypothalamus, the thalamus, the hippocam-
pus, the amygdala, and the basal ganglia. Some
of these structures belong to the limbic system.
Limbic is the Latin word for “border,” and this system serves as the border between
the evolutionarily older parts of the brain (the brain stem and the cerebellum) and
the evolutionarily newer part (the cerebral cortex). The brain structures in the limbic
system are especially important for controlling appetitive behaviors (such as eating
and drinking) and emotions (as discussed in Chapter 10, “Emotion and Motivation”).

THALAMUS The thalamus is the gateway to the cortex: It receives almost all incom-
ing sensory information, organizes it, and relays it to the cortex. The only excep-
tion to this rule is the sense of smell. The oldest and most fundamental sense, smell
has a direct route to the cortex. During sleep, the thalamus partially shuts the gate
on incoming sensations while the brain rests. (The thalamus is discussed further in
Chapter 5, “Sensation and Perception.”)

HYPOTHALAMUS The hypothalamus is the brain’s master regulatory structure.
It is indispensable to the organism’s survival. Located just below the thalamus, it
receives input from almost everywhere in the body and brain, and it projects its influ-
ence to almost everywhere in the body and brain. It affects the functions of many
internal organs, regulating body temperature, body rhythms, blood pressure, and
blood glucose levels. It is also involved in many motivated behaviors, including thirst,
hunger, aggression, and lust.

HIPPOCAMPUS AND AMYGDALA The hippocampus takes its name from
the Greek for “sea horse,” because of its sea horse shape. This structure plays an
important role in the formation of new memories. It seems to do this important
work by creating new interconnections within the cerebral cortex with each new
experience.

The hippocampus may be involved in how we remember the arrangements of
places and objects in space, such as how streets are laid out in a city or how furni-
ture is positioned in a room. An interesting study to support this theory focused on
London taxi drivers. Maguire and colleagues (2003) found that one region of the
hippocampus was much larger in taxi drivers’ brains than in most other London
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drivers’ brains. Moreover, the volume of gray
matter in the hippocampal region was highly
correlated with the number of years of expe-
rience as ataxidriver.Isapersonwith alarge
hippocampus more likely to drive a taxi? Or
does the hippocampus grow as the result of
navigational experience? Recall from Chap-
ter 2 that correlation does not prove causa-
tion. The Maguire study did not conclude
that the hippocampus changes with expe-
rience. However, there is evidence that the
hippocampus is important for navigating in
our environments (Nadel et al., 2013).

The amygdala takes its name from the

Wl Basal ganglia
(movement, reward)

Cerebral cortex

[ Thalamus
(sensory gateway)

M Hippocampus

Forebrain (memory)

"] Hypothalamus
(regulates body
function)

[l Amygdala
(emotion)

Latin for “almond,” because ithas an almond

shape. This structure is located imme-

diately in front of the hippocampus. The

amygdala is involved in learning about biologically relevant stimuli, such as those
important for survival (Whalen et al., 2013). It plays a special role in responding
to stimuli that elicit fear. The emotional processing of frightening stimuli in the
amygdala is a hardwired circuit that has developed over the course of evolution to
protect animals from danger. The amygdala is also involved in evaluating a facial
expression’s emotional significance (Adolphs et al., 2005). It appears to be part of
a system that automatically directs visual attention to the eyes when evaluating
facial expressions (Kennedy & Adolphs, 2010). Imaging studies have found that
the amygdala activation is especially strong in response to a fearful face (Whalen
etal., 1998).

The amygdala also intensifies the function of memory during times of emotional
arousal. For example, a frightening experience can be seared into your memory for
life, although (as discussed further in Chapter 7, “Memory”) your memory of the
event may not be completely accurate. Research also shows that emotional arousal
can influence what people attend to in their environments (Schmitz, De Rosa, &
Anderson, 2009).

THE BASAL GANGLIA The basal ganglia are a system of subcortical structures
crucial for planning and producing movement. These structures receive input from
the entire cerebral cortex. They send that input to the motor centers of the brain
stem. Via the thalamus, they also send the input back to the motor planning area of
the cerebral cortex. Damage to the basal ganglia can produce symptoms that range
from the tremors and rigidity of Parkinson’s disease to the involuntary writhing
movements of Huntington’s disease. In addition, damage to the basal ganglia can
impair the learning of movements and habits, such as automatically looking for
cars before you cross the street.

One structure in the basal ganglia, the nucleus accumbens, is important for expe-
riencing reward and motivating behavior. As discussed in Chapter 6, nearly every
pleasurable experience—from eating food you like to looking at a person you find attrac-
tive—involves dopamine activity in the nucleus accumbens and makes you want the
thing or person you are experiencing. The more desirable objects are, the more they
activate basic reward circuitry in our brains.
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FIGURE 3.24 The Forebrain and
the Subcortical Regions

The subcortical regions are below
the forebrain. They are responsible
for many aspects of emotion and
motivation.
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FIGURE 3.25 The Cerebral Cortex
(a) This diagram identifies the lobes of the cerebral cortex.
(b) The colored areas mark important regions within those lobes.

cerebral cortex

The outer layer of brain tissue, which
forms the convoluted surface of

the brain; the site of all thoughts, The Cerebral Cortex Underlies Complex
perceptions, and complex behaviors. . .
Mental Activity
corpus callosum
A massive bridge of millions of axons The cerebral cortex is the outer layer of the cerebral hemispheres and gives the brain

that connects the hemispheres and its distinctive wrinkled appearance. (Cortex is Latin for “bark”—the kind on trees.

?;ngs information to flow between The cerebral cortex does not feel like bark, however. It has the consistency of a soft-

boiled egg.) Each hemisphere has its own cortex. In humans, the cortex is relatively

S;)”rggjm enormous—the size of a large sheet of newspaper—and folded in against itself many

times so as to fit within the skull. It is the site of all thoughts, detailed perceptions,
and complex behaviors. It enables us to comprehend ourselves, other people, and the
outside world. By extending our inner selves into the world, it is also the source of
culture and communication. Each cerebral hemisphere has four “lobes”: the occipital,
parietal, temporal, and frontal lobes (FIGURE 3.25). The corpus callosum, a massive
bridge of millions of axons, connects the hemispheres and allows information to flow
between them (FIGURE 3.26).

The occipital lobes are at the back portion of the head. Devoted almost exclu-
sively to vision, they include many visual areas. By far, the largest of these areas is the
primary visual cortex, the major destination for visual information. Visual informa-
tion is typically organized for the cerebral cortex in a way that preserves spatial rela-
tionships. That is, the image relayed from the eye is “projected” more or less faithfully
FIGURE 3.26 onto the primary visual cortex. As a result, two objects near one another in a visual
The Corpus Callosum . image will activate neurons near one another in the primary visual cortex. Surround-
lcne:2;;?E;'T:stpfetrzehzrsag;;:Z:'I?ehdt ing the primary visual cortex is a patchwork of secondary visual areas that process
away to expose the corpus callosum. various attributes of the visual image, such as its colors, forms, and motions.

This fibrous structure connects the two The parietal lobes are devoted partially to touch. Their labor is divided between
hemispheres of the cerebral cortex. the cerebral hemispheres. The left hemisphere receives touch information from
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the right side of the body, and the right hemisphere receives touch information
from the left side of the body. In each parietal lobe, this information is directed
to the primary somatosensory cortex, a strip in the front part of the lobe, running
from the top of the brain down the sides. The primary somatosensory cortex
groups nearby sensations: For example, sensations on the fingers are near sensa-
tions on the palm. The result, covering the primary somatosensory area, is a
distorted representation of the entire body: the somatosensory homunculus (the
latter term is Greek for “little man”). The homunculus is distorted because more
cortical area is devoted to the body’s more sensitive areas, such as the face and the
fingers (FIGURE 3.27A).

Trunk

Shoulder
Neck

Shoulder

Arm

Fingers

/
/s
%

Primary
~ somatosensory
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occipital lobes

Regions of the cerebral cortex—at the
back of the brain—important for vision.

parietal lobes

Regions of the cerebral cortex—in
front of the occipital lobes and behind
the frontal lobes—important for the
sense of touch and for attention to the
environment.

Hand
Fingers

FIGURE 3.27

The Primary Somatosensory
and Motor Homunculus

(a) The cortical representation of the
body surface is organized in strips

that run down the side of the brain.
Connected areas of the body tend to be
represented next to each other in the
cortex, and more-sensitive skin regions
have more cortical area devoted to
them. (b) Wilder Penfield's mappings
of the brain provided the basis for our
knowledge of the homunculus. This
photograph shows one of Penfield's
patients immediately before direct
stimulation of the brain. (c) Here, you
can see the exposed surface of the
patient’s cortex. The numbered tags
denote locations that were electrically
stimulated.
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FIGURE 3.28

Hemineglect

This drawing, made by a hemineglect
patient, omits much of the flower's
left side.

temporal lobes

Regions of the cerebral cortex—below
the parietal lobes and in front of

the occipital lobes—important for
processing auditory information,

for memory, and for object and face
perception.

frontal lobes

Regions of the cerebral cortex—at
the front of the brain—important
for movement and higher-level
psychological processes associated
with the prefrontal cortex.

prefrontal cortex

The frontmost portion of the frontal
lobes, especially prominent in humans;
important for attention, working
memory, decision making, appropriate
social behavior, and personality.

This homunculus is based on brain mappings by the pioneering neurologi-
cal researcher Wilder Penfield. Penfield created these mappings as he examined
patients who were to undergo surgery for epilepsy (FIGURE 3.27B). The idea behind
this work was to perform the surgery without damaging brain areas vital for func-
tions such as speech. After a local anesthetic was applied to the scalp and while the
patient was awake, Penfield would electrically stimulate regions of the brain and
ask the patient to report what he or she was experiencing (FIGURE 3.27C). Penfield’s
studies provided important evidence about the amount of brain tissue devoted to
each sensory experience.

The parietal lobe is also involved in attention. A stroke or other damage to the
right parietal region can result in the neurological disorder hemineglect. Patients
with this syndrome fail to notice anything on their left side even though their eyes
work perfectly well. Looking in a mirror, they will shave or put makeup on only the
right side of their face. If two objects are held up before them, they will see only the
one on the right. Asked to draw a simple object, they will draw only its right half
(FIGURE 3.28).

The temporal lobes hold the primary auditory cortex, the brain region responsible
for hearing. Also within the temporal lobes are specialized visual areas (for recogniz-
ing detailed objects such as faces), plus the hippocampus and the amygdala (both
critical for memory, as discussed earlier). At the intersection of the temporal and
occipital lobes is the fusiform face area. Its name comes from the fact that this area
is much more active when people look at faces than when they look at other things.
In contrast, other regions of the temporal lobe are more activated by objects, such
as houses or cars, than by faces. Damage to the fusiform face area can cause specific
impairments in recognizing people but not in recognizing objects.

The frontal lobes are essential for planning and movement. The rearmost portion
of the frontal lobes is the primary motor cortex. The primary motor cortex includes
neurons that project directly to the spinal cord to move the body’s muscles. Its
responsibilities are divided down the middle of the body, like those of the sensory
areas: For example, the left hemisphere controls the right arm, whereas the right
hemisphere controls the left arm. The rest of the frontal lobes consists of the
prefrontal cortex, which occupies about 30 percent of the brain in humans. Scien-
tists have long thought that what makes humans unique in the animal kingdom is our
extraordinarily large prefrontal cortex. However, there is evidence that what sepa-
rates humans from other animals is not how much of the brain the prefrontal cortex
occupies but rather the complexity and organization of prefrontal circuits—the way
different regions within the prefrontal cortex are connected (Bush & Allman, 2004;
Schoenemann, Sheehan, & Glotzer, 2005).

Parts of the prefrontal cortex are responsible for directing and maintaining atten-
tion, keeping ideas in mind while distractions bombard people from the outside world,
and developing and acting on plans. The entire prefrontal cortex is indispensable for
rational activity. It is also especially important for many aspects of human social life,
such as understanding what other people are thinking, behaving according to cultural
norms, and contemplating one’s own existence. It provides both the sense of self and
the capacity to empathize with others or feel guilty about harming them.

THE PREFRONTAL CORTEX IN CLOSE-UP Psychologists have learned a great
deal of what they know about the functioning of different brain regions through the
careful study of people whose brains have been damaged by disease or injury. Perhaps
the most famous historical example of brain damage is the case of Phineas Gage.
Gage’s case provided the basis for the first modern theories of the prefrontal cortex’s
role in both personality and self-control.
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In 1848, Gage was a 25-year-old foreman on the construction of Vermont’s Rutland
and Burlington Railroad. One day, he dropped a tool called a tamping iron, which was
over ayardlong and aninch in diameter. The iron rod hit arock, igniting some blasting
powder. The resulting explosion drove the rod into his cheek, through his frontal lobes,
and clear out through the top of hishead (FIGURE 3.29). Gage was still conscious as he
was hurried back to town on a cart, and he was able to walk, with assistance, upstairs
to his hotel bed. He wryly remarked to the awaiting physician, “Doctor, here is busi-
ness enough for you.” He said he expected to return to work in a few days. In fact, Gage
lapsed into unconsciousness and remained unconscious for two weeks. Afterward,
his condition steadily improved. Physically, he recovered remarkably well.

Unfortunately, Gage’s accident led to major personality changes. Whereas the
old Gage had been regarded by his employers as “the most efficient and capable” of
workers, the new Gage was not. As one of his doctors later wrote, “The equilibrium
or balance, so to speak, between his intellectual faculties and animal propensities
seems to have been destroyed. He is fitful, irreverent, indulging at times in the gross-
est profanity . . . impatient of restraint or advice when it conflicts with his desires. ...
A child in his intellectual capacity and manifestations, he has the animal passions of a
strong man” (Harlow, 1868, p. 340). In summary, Gage was “no longer Gage.”

Unable to get his foreman’s job back, Gage exhibited himself in various New
England towns and at the New York Museum (owned by the circus showman
P. T. Barnum). He worked at the stables of the Hanover Inn at Dartmouth College. In
Chile, he drove coaches and tended horses. After a decade, his health began to decline,
and in 1860 he started having epileptic seizures and died within a few months. Gage’s
recovery was initially used to argue that the entire brain works uniformly and that the
healthy parts of Gage’s brain had taken over the work of the damaged parts. However,
the medical community eventually recognized that Gage’s psychological impair-
ments had been severe and that some areas of the brain in fact have specific functions.

Reconstruction of Gage’s injury through examination of his skull has made it clear
that the prefrontal cortex was the area most damaged by the tamping rod (Dama-
sio, Grabowski, Frank, Galaburda, & Damasio, 1994). Recent studies of patients

(b) (c)

FIGURE 3.29 Phineas Gage

Analysis of Gage's damaged skull provided the basis for the first modern theories about the role of the prefrontal cortex in both
personality and self-control. (@) This photo shows Gage holding the rod that passed through his skull. (b) Here, you can see the hole
in the top of Gage's skull. (¢) This computer-generated image reconstructs the rod's probable path through the skull.
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FIGURE 3.30

Lobotomy

This photo shows Dr. Walter Freeman
performing a lobotomy in 1949.
Freeman is inserting an ice pick-like
instrument under the upper eyelid
of his patient to cut the nerve
connections in the front part of the
brain.

split brain

A condition that occurs when the
corpus callosum is surgically cut and
the two hemispheres of the brain do
not receive information directly from
each other.

CHAPTER 3

with injuries to this brain region reveal that it is particularly concerned with social
phenomena, such as following social norms, understanding what other people are
thinking, and feeling emotionally connected to others. People with damage to this
region do not typically have problems with memory or general knowledge, but they
often have profound disturbances in their ability to get along with others.

In the late 1930s, Anténio Egas Moniz developed the lobotomy, a form of brain
surgery that deliberately damaged the prefrontal cortex (FIGURE 3.30). Why would a
surgeon want to perform this procedure? At the beginning of the 20th century, there
was a significant increase in the number of patients living in mental institutions, and
psychiatrists sought a physical means of treating these patients. The lobotomy gener-
ally left patients lethargic, emotionally flat, and therefore much easier to manage. It
also left them disconnected from their social surroundings. Most lobotomies were
performed in the late 1940s and early 1950s. In 1949, Egas Moniz received the Nobel
Prize for developing the procedure, which was phased out with the arrival of drugs to
treat psychological disorders.

Splitting the Brain Splits the Mind

Studying people who have undergone brain surgery has given researchers a better
understanding of the conscious mind. For example, on rare occasions when epilepsy
does not respond to modern medications, surgeons may remove the part of the brain
in which the seizures begin. Another strategy, pioneered in the 1940s and sometimes
still practiced when other interventions have failed, is to cut connections within the
brain to try to isolate the site where the seizures begin. After the procedure, a seizure
that begins at that site is less likely to spread throughout the cortex.

The major connection between the hemispheres that may readily be cut with-
out damaging the gray matter is the corpus callosum (see Figure 3.26). When this
massive fiber bundle is severed, the brain’s halves are almost completely isolated from
each other. The resulting condition is called split brain. This surgical procedure has
provided many important insights into the basic organization and specialized func-
tions of each brain hemisphere (FIGURE 3.31).

What is it like to have your brain split in half? Perhaps the most obvious thing
about split-brain patients after their operations is how normal they are. Unlike
patients after other types of brain surgery, split-brain patients have no immedi-
ately apparent problems. In fact, some early investigations suggested the surgery
had not affected the patients in any discernible way. They could walk normally,
talk normally, think clearly, and interact socially. In the 1960s, this book’s coauthor
Michael Gazzaniga, working with the Nobel laureate Roger Sperry, conducted a
series of tests on split-brain patients. The results were stunning: Just as the brain
had been split in two, so had the mind!

The hemispheres normally work together. Images from the visual field’s left side
(left half of what you are looking at) go to the right hemisphere. Images from the
visual field’s right side go to the left hemisphere (FIGURE 3.32). The left hemisphere
also controls the right hand, and the right hemisphere controls the left hand. In a
healthy person, the corpus callosum allows the hemispheres to communicate so that
the right brain knows what the left is doing. By contrast, in split-brain patients, the
hemispheres are separated, so this communication cannot take place—the hemi-
spheres function as completely independent entities. This division allows research-
ers to independently examine the function of each hemisphere without the influence
of the other. The researchers can provide information to, and receive information
from, a single hemisphere at a time.
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Psychologists have long known that in most people the left hemisphere is domi-
nant for language. If a split-brain patient sees two pictures flashed on a screen briefly
and simultaneously—one to the visual field’s right side and one to the left side—the
patient will report that only the picture on the right was shown. Why is this? The left
hemisphere (or “left brain”), with its control over speech, sees only the picture on the
right side. It is the only picture a person with a split brain can talk about.

In many split-brain patients, the right hemisphere has no discernable language
capacity. The mute right hemisphere (or “right brain”), having seen the picture on
the left, is unable to articulate a response. However, the right brain can act on its
perception: If the picture on the left was of a spoon, the right hemisphere can easily
pick out an actual spoon from a selection of objects. It uses the left hand, which is
controlled by the right hemisphere. Still, the left hemisphere does not know what
the right one saw.

. Right visual fielg
ft visual field

Right hemisphere:

better with spatial
relationships

Left hemisphere:

better with
language

FIGURE 3.31

Split Brain

(a) This image shows the brain of

a normal person whose corpus
callosum is intact. (b) This image
shows the brain of a patient whose
corpus callosum has been cut (area
indicated by the red outline). With
the corpus callosum severed, the two
hemispheres of the brain are almost
completely separated.

FIGURE 3.32

Visual Input

Images from the left side go to the
brain's right hemisphere. Images
from the right side go to the left
hemisphere.
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What to Believe? Using Psychological Reasoning

Failing to Notice Source Credibility: Are There “Left Brain" and
“Right Brain" Types of People?

any psychologists are leery about

dealing with the popular press.
They want psychological studies to
become known by the public, but they
do not want the findings to be garbled
by the media. Seeing their research
twisted in the press can be madden-
ing in part because it overshadows the
very findings the scientists have so
proudly obtained. One of the authors of
this textbook knows about such prob-
lems from personal experience.

As noted in the text, Michael Gazza-
niga and Roger Sperry conducted
research on the activity of the two hemi-
spheres after the corpus callosum was
severed. When the hemispheres have
been surgically disconnected and are
separately examined, each hemisphere
displays different abilities. This discov-
ery provided a wealth of data, but the
media has gone far beyond Gazzaniga
and Sperry's early findings.

You have probably heard the idea
that some people are “left brain” logi-
cal types and others are “right brain”
artistic types. According to this popular
notion, people differ to the extent that
their right or left hemispheres domi-
nate their thinking styles. Left-brain
thinkers are said to be more analyti-

FIGURE 3.33 Left Brain Versus Right Brain
The media has helped promote the false ideas that

cal, rational, and objective. Right-brain
thinkers are said to be more creative
and to view the world more holistically
and subjectively. Moreover, a domi-
nant left brain supposedly suppresses
right-brain creativity, so people could
become more creative and passionate
if their right hemisphere were released.

This false idea has permeated soci-
ety (FIGURE 3.33). Multiple tests are
available, particularly on the Internet,
to determine whether you are left- or
right-brain dominant. Countless pop
psychology books give advice on living
better by emphasizing your particu-
lar brain style or drawing on the other
style. Teachers have been heavily influ-
enced by the idea (Alferink & Farmer-
Dougan, 2010). They have been urged
to develop different classroom plans
for left-brain thinkers
than for right-brain think-
ers, and they have been
encouraged to liberate
the “more creative” right
brain. According to one
recent study, nearly 90
percent of teachersin the
U.K. and the Netherlands
believe in the idea of left-
brain versus right-brain
thinking (Dekker et al.,
2012).

individuals are dominant on one side of the brain or the
other and that such different styles are important for

classroom learning.

CHAPTER 3
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As noted in Chapter 1, the media
loves a good story. To make scientific
studies attention grabbing, journalists
often oversimplify research findings
and apply them in ways that go far
beyond what can be concluded from
the evidence. In this case, the evidence
is overwhelming: People are not either
left-brain  or right-brain dominant
(Hines, 1987).

The hemispheres are specialized
for certain functions, such as language
or spatial relationships. However, each
hemisphere is capable of carrying out
most cognitive processes, though some-
times in different ways. Most cogni-
tive processes involve the coordinated
efforts of both hemispheres. A recent
study that examined brain activity in
over 1,000 individuals ages 7 to 29 found
no differences between people in the
extent to which their right or left hemi-
sphere was active (Nielsen et al., 2013).
In contrast to the theory that a liberated
right brain leads to better learning, some
evidence suggests that people who
perform best at math are those whose
two hemispheres work most closely
together (Prescott et al., 2010).

Of course, whenever you read media
stories about psychological findings,
you need to think about the source of
your information. If you are really inter-
estedin the finding, consider looking up
the original article to see if the journal-
ist represented that article accurately.
This advice is especially important
if you plan to use the information in
your life. Findings from psychological
science often have practical implica-
tions for daily living, but the value of
research can be spoiled if the media
outlet spreading the information gets
it wrong.
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S g
“A fork”)
When a split-brain patient is asked what he The right hemisphere sees the left side of the screen,
sees, the left hemisphere sees the fork on the but cannot verbalize what is seen. However, the patient
right side of the screen and can verbalize that. can pick up the correct object using the left hand.

FIGURE 3.34 Split-Brain Experiment: The Left Hemisphere Versus the Right
Hemisphere

Splitting the brain, then, produces two half brains. Each half has its own percep-
tions, thoughts, and consciousness (FIGURE 3.34).

Normally, the competencies of each hemisphere complement each other. The left
brain is generally hopeless at spatial relationships, whereas the right hemisphere is
much more proficient. In one experiment (Bogen & Gazzaniga, 1965), a split-brain
participant is given a pile of blocks and a drawing of a simple arrangement in which to
put them. For example, the participant is asked to produce a square. When using the
left hand, controlled by the right hemisphere, the participant arranges the blocks effort-
lessly. However, when using the right hand, controlled by the left brain, the participant
produces only an incompetent, meandering attempt. During this dismal performance,
the right brain presumably grows frustrated, because it makes the left hand try to slip in
and help! You will learn more about split-brain patients in Chapter 4, “Consciousness.”

Summing Up

What Are the Basic Brain Structures and Their Functions?

= Early researchers debated the relationship between human brain structures and brain
functions. New imaging techniques have advanced our understanding of the brain.

= The spinal cord carries sensory information from the body to the brain and motor
information from the brain to the body. It also produces reflexes.

= The brain stem serves survival functions, such as breathing, swallowing, and urination.

= At the back of the brain stem is the cerebellum. This structure is associated with coordinated
movement, balance, and motor learning.

m Beneath the cerebral cortex are a number of structures that serve unique functions: The
hypothalamus regulates bodily functions. The thalamus serves as a way station through
which sensory information travels to the cortex. The hippocampus is involved in memory
formation. The amygdala influences emotional states. The structures of the basal ganglia are
involved in the planning and production of movement as well as in reward.

m The cerebral cortex is the outer surface of the brain and is divided into lobes. The occipital
lobes are associated with vision. The parietal lobes are associated with touch and attention.
The temporal lobes are associated with hearing, memory, facial perception, and object
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Learning
Objectives

= Differentiate between the
subdivisions of the nervous
system.

= |dentify the primary
structures of the endocrine
system.

= Explain how the nervous
system and the endocrine
system communicate to
control thought, feeling, and
behavior.

perception. The frontal lobes, which contain the prefrontal cortex, are associated with
movement, higher-level psychological processes, and personality.

= When the two hemispheres of the brain are surgically split, the left hemisphere displays
different abilities than the right hemisphere.

Measuring Up

1. Match each of the following brain structures with its role or function. (You will need to
remember these terms and facts to understand later discussions of learning, memory,
emotions, mental iliness, anxiety, and other aspects of mind and behavior.)

Brain structure Role/function

a. brain stem 1. primary structure for memory

b. cerebellum 2. sensory relay station

c. basal ganglia 3. important for emotions

d. hypothalamus 4. divided into four lobes

e. thalamus 5. regulates vital functions such as body temperature
f. hippocampus 6. involved in reward

g. amygdala 7. regulates breathing and swallowing

h. cerebral cortex 8. “little brain,” involved in movement

2. Match each lobe of the brain with its function.

Lobe Function
a. frontal 1. hearing
b. occipital 2. thought
c. parietal 3. touch
d. temporal 4. vision

1P Dy g 2 e (2)
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3.3 How Does the Brain
Communicate with the Body?

Recall that the peripheral nervous system (PNS) transmits a variety of information
to the central nervous system (CNS). It also responds to messages from the CNS to
perform specific behaviors or make bodily adjustments. In the production of psycho-
logical activity, however, both of these systems interact with a different mode of
communication within the body, the endocrine system.

The Peripheral Nervous System Includes
the Somatic and Autonomic Systems

Recall that the PNS has two primary components: the somatic nervous system and
the autonomic nervous system (see Figure 3.3). The somatic nervous system (SNS)
transmits sensory signals to the CNS via nerves. Specialized receptors in the skin,
muscles, and joints send sensory information to the spinal cord, which relays it to the
brain. In addition, the CNS sends signals through the SNS to muscles, joints, and skin
to initiate, modulate, or inhibit movement.

The second major component of the PNS, the autonomic nervous system (ANS),
regulates the body’s internal environment by stimulating glands (such as sweat
glands) and by maintaining internal organs (such as the heart). Nerves in the ANS
also carry somatosensory signals from the glands and internal organs to the CNS.
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These signals provide information about, for example, the fullness of your stomach
or how anxious you feel.

SYMPATHETIC AND PARASYMPATHETIC DIVISIONS Two types of signals,
sympathetic and parasympathetic, travel from the central nervous system to organs
and glands, controlling their activity (FIGURE 3.35). To understand these signals,
imagine you hear a fire alarm. In the second after you hear the alarm, signals go out
to parts of your body telling them to prepare for action. As a result, blood flows to
skeletal muscles; epinephrine is released, increasing your heart rate and blood sugar;
your lungs take in more oxygen; your digestive system suspends activity as a way of
conserving energy; your pupils dilate to maximize visual sensitivity; and you perspire
to keep cool.

These preparatory actions are prompted by the autonomic nervous system’s sympa-
thetic division. Should there be a fire, you will be physically prepared to flee. If the alarm
turns out to be false, your heart will return to its normal steady beat, your breathing
will slow, you will resume digesting food, and you will stop perspiring. This return to
a normal state will be prompted by the ANS’s parasympathetic division. Most of your
internal organs are controlled by inputs from sympathetic and parasympathetic
systems. The more aroused you are, the greater the sympathetic system’s dominance.

The sympathetic division of
the nervous system prepares
the body for action.

Eyes @ ._ — _h 4

Dilates pupils

The parasympathetic

to a resting state.

o

Contracts pupils

Lungs
Heart
Accelerates, strengthens
heartbeat |
Stomach,
intestines

Inhibits activity Stimulates activity

Blood vessels of
internal organs

Contracts vessels Dilates vessels
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division returns the body

somatic nervous system (SNS)
A component of the peripheral
nervous system; it transmits sensory
signals and motor signals between the
central nervous system and the skin,
muscles, and joints.

autonomic nervous system
(ANS)

A component of the peripheral
nervous system; it transmits sensory
signals and motor signals between the
central nervous system and the body's
glands and internal organs.

sympathetic division

A division of the autonomic nervous
system; it prepares the body for
action.

parasympathetic division

A division of the autonomic nervous
system; it returns the body to its
resting state.

FIGURE 3.35

The Sympathetic and
Parasympathetic Divisions
of the Autonomic Nervous
System




endocrine system

A communication system that uses
hormones to influence thoughts,
behaviors, and actions.

FIGURE 3.36
The Hypothalamus and the
Major Endocrine Glands

It does not take a fire alarm to activate your sympathetic nervous system. For exam-
ple, when you meet someone you find attractive, your heart beats quickly, you perspire,
you might start breathing heavily, and your pupils widen. Such signs of sexual arousal
provide nonverbal cues during social interaction. These signs occur because sexual
arousal has activated the ANS’s sympathetic division. The SNS is also activated by
psychological states such as anxiety or unhappiness. Some people worry a great deal or
do not cope well with stress. Their bodies are in a constant state of arousal. Important
research in the 1930s and 1940s by Hans Selye demonstrated that chronic activation
ofthe SNSis associated with medical problems that include heart disease and asthma.
Selye’s work is discussed further in Chapter 11, “Health and Well-Being.”

The Endocrine System Communicates
Through Hormones

Like the nervous system, the endocrine system is a communication network that
influences thoughts, behaviors, and actions. Both systems work together to regu-
late psychological activity. For instance, from the nervous system the brain receives
information about potential threats to the organism. The brain communicates with
the endocrine system to prepare the organism to deal with those threats. (The threats
could involve physical injury or be psychological, such as nervousness at having to
talk in front of a group.) The main differences between the two systems are in their
mode and speed of communication: Whereas the nervous system is fast and uses
electrochemical signals, the endocrine system is slower and uses hormones.
Hormones are chemical substances released into the bloodstream by the ductless
endocrine glands, such as the pancreas, thyroid, and testes or ovaries (FIGURE 3.36).
Once released, hormones travel through the bloodstream until they reach their target
tissues, where they bind to receptor sites and influence the tissues. Because they
travel through the bloodstream, hormones can take from seconds to hours to exert

Hypothalamus
(controls motivation and
regulates body functions)

Pituitary
(governs release of hormones)

Thyroid ———————
(controls how body burM

Parathyroid
(maintains calcium levels)

Thymus
(governs immune system)

Adrenal
(governs immune system)

Pancreas
Q } (controls digestion)

Ovaries
(influence reproduction)

Testes
(influence reproduction)
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their effects. Once hormones are in the bloodstream, their effects can last for a long
time and affect multiple targets.

HORMONES' EFFECTS ON SEXUAL BEHAVIOR An example of hormonal influ-
ence isin sexual behavior. The main endocrine glands influencing sexual behavior are
the gonads: the testes in males and the ovaries in females. Although many people talk
about “male” and “female” hormones, the two major gonadal hormones are identical
in males and females. What differs is the quantity: Androgens such as testosterone are
more prevalent in males, whereas estrogens such as estradiol and progesterone are
more prevalent in females. Gonadal hormones influence the development of second-
ary sex characteristics (e.g., breast development in females, growth of facial hair in
males). Gonadal hormones also influence adult sexual behavior.

For males, successful sexual behavior depends on having
at least a minimum amount of testosterone. Prior to puberty,
surgical removal of the testes, or castration, diminishes the
capacity for developing an erection and lowers sexual inter-
est. Yet a man castrated after puberty will be able to perform
sexually if he receives an injection of testosterone. Testos-
terone injections do not increase sexual behavior in healthy
men, however, and this finding suggests that a healthy man
needs only a minimum amount of testosterone to perform
sexually (Sherwin, 1988).

In females, the influence of gonadal hormones is much
more complex. Many nonhuman female animals experience a
finite period, estrus, when the female is sexually receptive and
fertile. During estrus, the female displays behaviors designed
to attract the male. Surgical removal of the ovaries terminates
estrus: No longer receptive, the female ends her sexual behav-
ior. However, injections of estrogen reinstate estrus. Women’s
sexual behavior may have more to do with androgens than
estrogens (Morris, Udry, Khan-Dawood, & Dawood, 1987).
According to pioneering work by Barbara Sherwin (1994, 2008), women with higher
blood levels of testosterone report greater interest in sex, and testosterone injections
increase women’s sexual interest after surgical removal of the uterus.

Women’s sexual activity is not particularly linked to the menstrual cycle (Breed-
love, Rosenzweig, & Watson, 2007). However, when they are ovulating, heterosexual
women find men who look and act masculine more attractive (Gangestad, Simpson,
Cousins, Garver-Apgar, & Christensen, 2004), and they show greater activity in brain
regions associated with reward while viewing attractive male faces (Rupp et al., 2009).
In addition, women report having lower self-esteem when ovulating, and their greater
motivation to find a mate during that time may increase their efforts to appear attrac-
tive (Hill & Durante, 2009). Indeed, one study found that when their fertility was high-
est, women showed up for a laboratory study wearing more-revealing clothing than
they normally wore (Durante, Li, & Haselton, 2008). Multiple recent studies are now

ot

“You've been charged with driving under the influence of testosterone.”

providing evidence that using hormonal contraceptives might significantly alter both horm.ones
female and male mate choice by removing the hormone-related mid-cycle change in Chemical supstances, released
. from endocrine glands, that travel

preferences (for areview: Alvergne & Lummaa [2010]). through the bloodstream to targeted

. tissues; the tissues are subsequently
Actions of the Nervous System and influenced by the hormones.
Endocrine System Are Coordinated gonads

The main endocrine glands involved in

All the communication systems described in this chapter link neurochemical and sexual behavior: in mgales, the testes:
physiological processes to behaviors, thoughts, and feelings. These systems are fully in females, the ovaries.
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pituitary gland

A gland located at the base of the
hypothalamus; it sends hormonal
signals to other endocrine glands,
controlling their release of hormones.

FIGURE 3.37

Growth Hormone and Cycling

In January 2013, Lance Armstrong
appeared on The Oprah Winfrey Show
to admit using doping techniques to
enhance his cycling performance.

CHAPTER 3

integrated and interact to facilitate survival. They use information from the organ-
ism’s environment to direct adaptive behavioral responses. Ultimately, the endocrine
system is under the central nervous system’s control. The brain interprets external
and internal stimuli, then sends signals to the endocrine system. The endocrine
system responds by initiating various effects on the body and on behavior.

The endocrine system is primarily controlled by the hypothalamus (for the location
of this structure, see Figure 3.36; for a more detailed look, see Figure 3.24) via signals
to the pituitary gland, which is located at the base of the hypothalamus. Neural activa-
tion causes the hypothalamus to secrete a particular one of its many releasing factors.
The particular releasing factor causes the pituitary to release a hormone specific to
that factor, and the hormone then travels through the bloodstream to endocrine sites
throughout the body. Once the hormone reaches the target sites, it touches off the
release of other hormones, which subsequently affect bodily reactions or behavior. The
pituitary is often referred to as the “master gland” of the body: By releasing hormones
into the bloodstream, it controls all other glands and governs major processes such as
development, ovulation, and lactation. This integration can be finely tuned.

Consider physical growth. Growth hormone (GH), a hormone released from the
pituitary gland, prompts bone, cartilage, and muscle tissue to grow or helps them
regenerate after injury. Since the 1930s, many people have administered or self-
administered GH to increase body size and strength. Many athletes have sought a
competitive advantage by using GH. For example, in early 2013, the legendary cyclist
Lance Armstrong admitted to using GH and other hormones, including testosterone,
to gain a competitive advantage. In an interview with Oprah Winfrey, Armstrong
claimed that because doping was so pervasive in the sport, it was impossible for any
cyclist to win a major championship without doping (FIGURE 3.37).

The releasing factor for GH stimulates the eating of protein by making it especially
enjoyable (Dickson & Vaccarino, 1994). The area of the hypothalamus that stimu-
lates release of GH is also involved in sleep/wake cycles. Thus, the bursts of GH, the
need for protein, and the consumption of protein are controlled by the body’s inter-
nal clock. All these connections illustrate how the CNS, the PNS, and the endocrine
system work together to ensure the organism’s survival: These systems prompt the
behaviors that provide the body with the substances it needs when it needs them.

Summing Up

How Does the Brain Communicate with the Body?

= The central nervous system—the brain and spinal cord—attends to the body and its
environment, initiates actions, and directs the peripheral nervous system and endocrine
system to respond appropriately.

= The peripheral nervous system is made up of the somatic nervous system and autonomic
nervous system. The autonomic nervous system controls sympathetic and parasympathetic
activity.

= The endocrine system consists of a number of endocrine glands, such as the pituitary and
the adrenal glands. The central nervous system, peripheral nervous system, and endocrine
system use chemicals to transmit their signals. Transmission in the nervous system occurs
across synapses, whereas transmission in the endocrine system uses hormones that travel
through the bloodstream.

= Gonadal hormones (estrogen, progesterone, and testosterone) are important in the
development of secondary sex characteristics and in sexual behavior.

BIOLOGY AND BEHAVIOR



= The hypothalamus controls the endocrine system by directing the pituitary to release
hormones that affect other endocrine glands.

= The various communication systems are integrated and promote behavior that is adaptive to
the organism's environment.

Measuring Up

1. Complete each statement by choosing one of the following terms: peripheral nervous
system (PNS); somatic nervous system; autonomic nervous system (ANS); sympathetic
division; parasympathetic division.

a. You are studying quietly in the library when a friend jumps out from behind a partition

and scares you, making your heart race. Your has been affected.

b. When you calm down and return to your former (not scared) state, your

is affected.

c. The controls movement by carrying signals from the central
nervous system to the muscles.

d. The has two primary components: the somatic nervous system and
the autonomic nervous system.

e. The consists of two main divisions that regulate the body's internal

environment.

2. Which of the following statements are true? Choose as many as apply.

All (normal) people of both sexes secrete testosterone and estrogen.

Men have gonads, and women have ovaries.

The endocrine system acts more slowly than the nervous system.

Hormones are secreted from several places in the body.

The pituitary gland is called the master gland.

The central nervous system and the peripheral nervous system work together, whereas
the endocrine system works independently.

g. Women's sexual responsiveness is related more to androgens (such as testosterone)
than to estrogen.
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3.4 How Does the Brain Change?

When Michelle Mack was a youngster, her parents realized that she was different
from other children because even simple tasks could give her problems. They could
not explain these differences. When Mack was 27 years old, they learned that she
was missing the left hemisphere of her brain (FIGURE 3.38). Doctors suspected that
Mack’s condition was the result of a stroke she had experienced in the womb.

Without a left hemisphere, Mack should have shown severe deficits in skills
processed in that half of the brain. For example, the left hemisphere controls language,
and it controls motor actions for the right side of the body. Losing a hemisphere as
an adult would result in devastating loss of function. But Mack’s speech is only mini-
mally affected, and she can move the right side of her body with some difficulty. Mack
is able to lead a surprisingly independent life. She graduated from high school, has a
job, pays her bills, and does chores. Where did her capabilities come from? Somehow,
her right hemisphere developed language processing capabilities as well as functions
that ordinarily occur across both hemispheres.

Michelle Mack’s case shows that nurture can influence nature. Over time, Mack
interacted with the world. Her experiences enabled her brain to reorganize itself. Her
right hemisphere took over processing for the missing left hemisphere.

Learning
Objectives

= Explain how environmental
factors, including
experiences, influence brain
organization.

= Describe sex differences in
brain structure and function.

HOW DOES THE BRAIN CHANGE?



(a) Infact, despite the great precision and the specificity of its connections, the brain is
extremely adaptable. Over the course of development, throughout a constant stream
of experience, and after injury, the brain continually changes. This property is known
as plasticity.

MACK, MICMELLE A

Experience Fine-Tunes Neural Connections

Connections form between brain structures when growing axons are directed by
certainchemicalsthattell them where to go and wherenotto go. The major connections
are established by chemical messengers, but the detailed connections are governed by
experience. If a cat’s eyes are sewn shut at birth, depriving the animal of visual input,
the visual cortex fails to develop properly. If the sutures are removed weeks later, the
cat is permanently blind, even though its eyes function normally. Adult cats that are
similarly deprived do not lose their sight (Wiesel & Hubel, 1963). Evidently, ongoing
activity in the visual pathways is necessary in order to refine the visual cortex enough

(b)

for it to be useful. In general, such plasticity has critical periods. During these times,
particular experiences must occur for development to proceed normally.

To study the effects of experience on development, researchers reared rats in a
number of different laboratory environments. For instance, one group was raised in
deprived circumstances compared to that of normal laboratory rats, with minimal
comfort and no opportunities for social interaction. Another group was raised in an
enriched environment, with many companions, interesting things to look at, puzzles,
obstacles, toys, running wheels, and even balance beams. The “luxury” items might
simply have approximated rat life in the wild, but they enabled the luxury group to
develop bigger, heavier brains than the deprived group (Rosenzweig, Bennett, &
Diamond, 1972). Thus, it appears that experience is important for normal devel-
opment and maybe even more so for superior development. Nowadays, as a result
of these findings, most laboratory animals are kept in environments that provide
enrichment (Simpson & Kelley, 2011). Some evidence suggests that the opportunity
for physical exercise might have the most beneficial effects on brain development and
learning (Mustroph et al., 2012).

Females' and Males' Brains Are Mostly
Similar but May Have Revealing Differences

Everything a person experiences alters his or her brain, and females and males differ

FIGURE 3.38
Michelle Mack and a Case of

Extreme Plasticity in their life experiences. They also differ in their hormonal makeups. The differences
(a) While in her mother’s womb, between females’ and males’ brains reveal the intertwined influences of biology and
Michelle Mack suffered a stroke that environment. In general, males have larger brains than females, but for both sexes the
obliterated her left hemisphere (shown sizes of brain structures are highly variable (Giedd et al., 1997). In any case, larger brains

here, in a scan taken when she was an
adult, as the black areas on the right).
(b) Over time, Mack's right hemisphere

are not necessarily better, because longer distances between brain regions can trans-
late into slower communication. Both in the womb and after birth, hormonal differ-

took over the duties of the left ences between the sexes affect brain development (Lombardo et al., 2012). As a result,
hemisphere-language production and hormonal difference might influence the way males and females differ on some cogni-
moving the right side of the body-to tive tasks, such as the ease with which they mentally rotate objects or recall parts of a

a surprising extent. Mack's case shows

o X story (Kimura, 1999). But the different ways that men and women are treated in society
the plasticity of the brain.

may also contribute to these differences on cognitive tasks (Miller & Halpern, 2014).
There is evidence that men and women may perform the same task by using differ-
ent parts of the brain. For example, Richard Haier and colleagues (2005) found that

lasticit females and males may solve some complex problems, such as items on IQ tests,
plasticity

A property of the brain that allows it
to change as a result of experience or
injury. matched for intelligence.

differently. Females show greater use of language-related brain regions, whereas
males show greater use of spatial-related brain regions, even when participants are
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As discussed earlier in the chapter, to some extent the brain’s two hemi-
spheres are lateralized: Each hemisphere is dominant for different cognitive
functions. A considerable body of evidence indicates that females’ brains are
more bilaterally organized for language. In other words, the brain areas impor-
tant in processing language are more likely to be found in both halves of females’
brains. In males’ brains the equivalent language areas are more likely to be in
only one hemisphere, usually the left (Phillips et al., 2001; FIGURE 3.39).

One source of data that supports this distinction between male and female
brainsispeople’s experiences following strokes. Even when patients are matched
on the location and severity of the brain damage caused by a stroke, women are (b)
less impaired in language use than men are (Jiang, Sheikh, & Bullock, 2006). A
possible reason for women having better outcomes is that, because language is
represented in both halves of their brain, damage to half of the brain will have
less effect on a woman’s ability to process language than it would if most of the
language areas were in the damaged half of the brain.

A related hypothesis, in accord with the idea that women’s brains are more
bilaterally organized, is that the halves of women’s brains are connected by more
neural fibers than men’s are. Remember that the corpus callosum connects the
brain’s two halves (see Figure 3.20). Some researchers have found that a portion
of'the corpus callosumislarger in women (Gur & Gur, 2004). More recently, research-
ers have shown that many of the connections in the typical female brain run from side
to side across the hemispheres, whereas in the typical male brain they run from back
to front within each hemisphere (Ingalhalikar et al., 2014).

While differences between females’ brains and males’ brains may be revealing, in
fact their brains are mostly similar. Ultimately, the interplay of biological and envi-
ronmental effects on the brain is reflected in both the differences and the similarities
between females’ and males’ brains.

The Brain Rewires Itself Throughout Life

Brain plasticity decreases with age. Even into very old age, however, the brain can
grow new connections among neurons and even grow new neurons. The rewiring and
growth within the brain represents the biological basis of learning.

CHANGE IN THE STRENGTH OF CONNECTIONS UNDERLIES LEARNING In
every moment oflife, we gain memories: experiences and knowledge that are acquired
instantaneously and may be recalled later, as well as habits that form gradually. All
these memories are reflected in the brain’s physical changes.

Psychologists widely accept that changes in the brain are most likely not in
its larger wiring or general arrangement. The changes are mainly in the strength
of existing connections. One possibility is that when two neurons fire simulta-
neously, the synaptic connection between them strengthens. The strengthened
synaptic connection makes these neurons more likely to fire together in the future.
Conversely, not firing simultaneously tends to weaken the connection between
two neurons. This theory can be summarized by the catchphrase fire together, wire
together. First proposed in the 1940s, by the renowned psychologist Donald Hebb
(1949), this idea is consistent with much experimental evidence and many theo-
retical models. It accounts for two phenomena: the “burning in” of an experience (a
pattern of neural firing becomes more likely to recur, and its recurrence leads the
mind to recall an event) and the ingraining of habits (repeating a behavior makes
the person tend to perform that behavior automatically). More rarely, entirely new
connections grow between neurons. This new growth is a major factor in recovery
from brain injury.

FIGURE 3.39

Males' Brains Versus Females'
Brains

A considerable body of evidence
indicates that female brains are more
bilaterally organized for language
than males' brains. For example,
researchers studied men and women
listening to someone reading aloud.
As these fMRI images show, (a) the
men listened with one side of their
brains, whereas (b) the women tended
to listen with both sides.
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%\, Somatosensory
cortex

FIGURE 3.40

Cortical Remapping Following
Amputation

The participant felt a cotton swab
touching his cheek as touching his
missing hand.

Until about 20 years ago, scientists believed that adult brains produced no new
brain cells. There is now evidence that new neurons are produced in some brain
regions (Eriksson et al., 1998). The production of new neurons is called neurogen-
esis. A fair amount of neurogenesis apparently occurs in the hippocampus. Recall
from earlier in this chapter that the hippocampus is involved in the storage of new
memories. These memories are eventually transferred to the cortex as the hippocam-
pus is continuously overwritten. Perhaps, without disrupting memory, neurons in the
hippocampus can be lost and replaced.

Elizabeth Gould and her colleagues have demonstrated that environmental condi-
tions can play an important role in neurogenesis. For example, they have found that for
rats, shrews, and marmosets, stressful experiences—such as being confronted by strange
males in their home cages—interfere with neurogenesis during development and adult-
hood (Gould & Tanapat, 1999). When animals are housed together, they typically form
dominance hierarchies that reflect social status. Dominant animals, those who possess
the highest social status, show greater increases in new neurons than subordinate animals
do (Kozorovitskiy & Gould, 2004). Thus, social environment can strongly affect brain
plasticity, a dynamic process we are only beginning to understand. Neurogenesis may
underlie neural plasticity. If so, further research might enable us, through neurogenesis,
to reverse the brain’s natural loss of neurons, thereby slowing age-based mental decline.

EXPERIENCE CHANGES THE BRAIN The functions of portions of the cerebral
cortex shift in response to their activity. Recall the somatosensory homunculus (see
Figure 3.21a). As that representation makes clear, more cortical tissue is devoted to
body parts that receive more sensation or are used more. Again, wiring in the brain is
affected by amount of use.

Cortical reorganization can also have bizarre results. For example, an ampu-
tee can be afflicted with a phantom limb, the intense sensation that the amputated
body part still exists. Some phantom limbs are experienced as
moving normally, such as being used to gesture in conversation,
whereas some are frozen in position. Moreover, a phantom limb
is often accompanied by pain sensations, which may result from
the misgrowth of the severed pain nerves at the stump. The cortex
misinterpretsthe pain as coming from the place where those nerves
originally came from. This phenomenon suggests that the brain
has not reorganized in response to the injury and that the missing
limb’s cortical representation remains intact.

The neurologist V. S. Ramachandran has discovered that an
amputee who has lost a hand may, when his or her eyes are closed,
perceive a touch on the cheek as if it were on the missing hand
(Ramachandran & Hirstein, 1998). Apparently, on the somato-
sensory homunculus the hand is represented next to the face. The
unused part of the amputee’s cortex (the part that would have
responded to the now-missing limb) assumes to some degree the
function of the closest group, representing the face. Somehow, the
rest of the brain has not kept pace with the somatosensory area enough to figure out
these neurons’ new job, so the neurons formerly activated by a touch on the hand are
activated by a touch on the amputee’s face. The brain still codes the input as coming
from the hand, and thus the amputee experiences a “phantom hand” (FIGURE 3.40).

The Brain Can Recover from Injury

Just as the brain reorganizes in response to amount of use, it also reorganizes in
response to brain damage. Following an injury in the cortex, the surrounding gray
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matter assumes the function of the damaged area, like a local business scrambling
to pick up the customers of a newly closed competitor. This remapping seems to
begin immediately, and it continues for years. Such plasticity involves all levels of the
central nervous system, from the cortex down to the spinal cord.

Reorganization is much more prevalent in children than in adults, in accord with
the sensitive periods of normal development. Young children afflicted with severe
and uncontrollable epilepsy that has paralyzed one or more limbs sometimes undergo
aradical hemispherectomy. This surgical procedure removes an entire cerebral hemi-
sphere. Just as in the case of Michelle Mack, the remaining hemisphere eventually
takes on most of the lost hemisphere’s functions. The children regain almost complete
use of their limbs. However, adults cannot undergo radical hemispherectomy. If the
procedure were performed on adults, the lack of neural reorganization in their brains
would lead to permanent paralysis and loss of function.

Summing Up

How Does the Brain Change?

= During development and across the life span, the circuitry of the brain is constantly
reworked in response to experience.

= Males' brains and females' brains are mainly similar, but their differences may be revealing.
Males' brains are larger, which does not necessarily mean better. Females' brains are
organized more bilaterally for language. Men and women may perform the same cognitive
task by using different parts of the brain.

= An understanding of the brain's organization and plasticity has enabled researchers to better
understand conditions such as phantom limb syndrome. Neurogenesis, the creation of new
neurons, may underlie neural plasticity.

= The brain can reorganize after a brain injury. However, children’s brains demonstrate much
greater reorganization after brain injury than adults' brains.

Measuring Up

1. Which of the following statements are examples of how environment can affect brain
development or function? Place an X next to each example.

a. The hippocampus may be larger than average in experienced taxi drivers.

b. Laboratory rats raised in enriched environments developed heavier brains than
laboratory rats raised in standard environments.

c. Neurogenesis is more likely in socially dominant animals than in subordinate
ones.

d. Lack of visual stimulation from birth can result in a lack of development of the
visual cortex, even if the eyes function normally.

2. Indicate whether the following statements, about the ways in which females' and males’
brains differ, are true or false.

a. Males' brains generally are larger than females' brains.

b. Males' brains are more likely to be bilaterally organized.

c. Researchers have found that sex differences in the brain are caused entirely by
hormonal differences.

d. Sex differences in the brain indicate that males and females have essentially
different abilities.

e. Females tend to use language-related areas for problem-solving, whereas males
tend to use spatial-related areas.
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Using
Psychology
in Your Life

Will My Learning
Disability
Prevent Me from
Succeeding in
College?

CHAPTER 3

H ave you been diagnosed with a learn-
ing disability? Do you suspect you
might have one?

According to the National Center for
Learning Disabilities (2009), a learn-
ing disability is a “neurological disorder
that affects the brain’s ability to receive,
process, store, and respond to informa-
tion.” One of the most common learn-
ing disabilities is dyslexia, which involves
difficulties in acquiring and processing
language, leading to problems with read-
ing, spelling, or writing (FIGURE 3.41).
Someone who has difficulty spelling or
writing might, alternatively, have the
learning disability dysgraphia, a disorder
of written expression.

Learning disabilities may become
apparent in childhood or later in life.
Individuals might excel academically in
high school, but the new academic and
organizational challenges of college might
help reveal a learning disability.

If you have a learning disability or
suspect you have one, the earlier you
seek help, the sooner you will have
access to the resources available on your
campus that will help you learn. Contact
the disability support office or someone
at Student Affairs, and they will be able
to direct you. If your learning disability
is verified, disability support office staff
will work with you to determine the types
of accommodations necessary to enable
you to get the most of your academic
experience.

Given your particular strengths and
weaknesses in processing information,
some types of accommodations will be
helpful, whereas others will not. Disability
support office staff will let your profes-
sors know you are entitled to a specific
type of accommodation, but they will not
tell your professors about the nature of
your learning disability. For example, a
disability support office staff member
might send a note to your professors
that reads “[Your name will go herel, a
student in your introductory psychology
course, has provided evidence of a condi-
tion that requires academic accommoda-
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FIGURE 3.41

An Inspiring Example

The celebrity chef Jamie Oliver suffers from
dyslexia. His disability has hardly kept him
from achieving his career goals. Here, in June
2010, Oliver is announcing Home Cooking
Skills, a new and inspirational program he has
co-created to teach basic cooking skills to
young people in England.

tion. As a result, please provide [him or
her] with time and a half on exams and on
in-class writing assignments.”

Of course, you can also speak directly
with individual professors about your
learning disability and the kinds of
resources likely to help you. Linda Tessler,
a psychologist who works with persons
with learning disabilities, writes:

It must be clear that you are not asking
for standards to be lowered. You are
using tools to help you perform. To
pass, you must perform the task that
your classmates perform. You may,
however, need to get there in a differ-
ent way. Dyslexic students have to
read the textbook just as nondyslexic
students do. They may just do it differ-
ently through the use of books on tape.
(Tessler, 1997, p. 2)

Will a learning disability prevent you
from succeeding in college? Not if you
can help it, and you can help it by advo-
cating for yourself. Line up the resources
you need to ensure that you are able to
reap the rewards of college.



3.5 WhatIsthe Genetic Basis of
Psychological Science?

Jack Osbourne is experiencing the symptoms of MS because the neurons in his
brain are becoming demyelinated. The affected neurons cannot carry the electri-
cal signals that tell his muscles what to do. But why does he have this disease? Is it
a genetic condition he inherited from his parents? Could environmental influences
such as childhood nutrition be involved? Some researchers believe that people inherit
a predisposition to respond to particular—as yet unknown—environmental triggers
that produce MS. Whatever the cause of Jack Osbourne’s disorder, how he copes with
the condition will depend partly on his psychological makeup.

So far, this chapter has presented the basic biological processes underlying psycho-
logical functions. The following section considers how genes and environment affect
psychological functions. From the moment of conception, we receive the genes we will
possess for the remainder of our lives, but to what extent do those genes determine our
thoughts and behaviors? How do environmental influences, such as the families and
cultures in which we are raised, alter how our brains develop and change?

Until the last few years, genetic research focused almost entirely on whether
people possessed certain types of genes, such as genes for psychological disorders or
for particular levels of intelligence. Although it is important to discover the effects of
individual genes, this approach misses the critical role of environmental factors in
shaping who we are. While the term genetics is typically used to describe how charac-
teristics such as height, hair color, and eye color are passed along to offspring through
inheritance, it also refers to the processes involved in turning genes “on” and “off”
Research has shown that environmental factors can affect gene expression. This term
refers to whether a particular gene is turned on or off. Environmental factors may also
influence how a gene, once turned on, influences our thoughts, feelings, and behavior.

Genetic predispositions are often important in determining the environments
people select for themselves. So, once again, biology and environment mutually influ-
ence each other. All the while, biology and environment—in other words, one’s genes
and every experience one ever has—influence the development of one’s brain.

All of Human Development Has a
Genetic Basis

Within nearly every cell in the body is the genome for making the entire organism.
The genome is the master blueprint that provides detailed instructions for everything
from how to grow a gallbladder to where the nose gets placed on a face. Whether a
cell becomes part of a gallbladder or a nose is determined by which genes are turned
on or off within that cell, and these actions are in turn determined by cues from both
inside and outside the cell. The genome provides the options, and the environment
determines which option is taken (Marcus, 2004).

Within each cell are chromosomes. These structures are made of deoxyribonucleic
acid (DNA), a substance that consists of two intertwined strands of molecules in a
double helix shape. Segments of those strands are called genes (FIGURE 3.42).

In a typical human, nearly every cell contains 23 pairs of chromosomes. One
member of each pair comes from the mother, the other from the father. In other words,
each parent contributes half of a person’s DNA, half of his or her genes.

Each gene—a particular sequence of molecules along a DNA strand—specifies an
exact instruction to manufacture a distinct polypeptide. One or more polypeptides
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FIGURE 3.42 The Human Body Down to Its Genes

Chromosomes
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Each cell in the human body includes pairs of chromosomes, which consist of DNA strands. DNA has a double
helix shape, and segments of it consist of individual genes.

(b)

FIGURE 3.43

Gene Expression and
Environment

The North American buckeye
butterfly has seasonal forms that
differ in the color patterns on their
wings. (@) Generations that develop
to adulthood in the summer-when
temperatures are higher—take the
“linea"” form, with pale beige wings.
(b) Generations that develop to adult
in the autumn—-when the days are
shorter—take the “rosa” form, with
dark reddish-brown wings.

make up a protein. Proteins are the basic chemicals that make up the structure of
cells and direct their activities. There are thousands of different types of proteins, and
each type carries out a specific task. The environment determines which proteins are
produced and when they are produced.

For example, a certain species of butterfly becomes colorful or drab, depending on
the season in which it is born (Brakefield & French, 1999). The environment causes
a gene to be expressed during the butterfly’s development that is sensitive to temper-
ature or day length (FIGURE 3.43). Similarly, although each cell in the human body
contains the same DNA, cells become specialized, depending on which of their genes
are expressed. As noted earlier, gene expression determines the body’s basic physical
makeup, but it also determines specific developments throughout life. It is involved in
all psychological activity. Gene expression allows us to sense, to learn, to fall in love,
and so on.

In February 2001, two groups of scientists published separate articles that detailed
the results of the first phase of the Human Genome Project, an international research
effort. This achievement represents the coordinated work of hundreds of scientists
around the world to map the entire structure of human genetic material. The first
step of the Human Genome Project was to map the entire sequence of DNA. In other
words, the researchers set out to identify the precise order of molecules that make
up each of the thousands of genes on each of the 23 pairs of human chromosomes
(FIGURE 3.44).

One of the most striking findings from the Human Genome Project is that people
have fewer than 30,000 genes. That number means humans have only about twice as
many genes as a fly (13,000) or a worm (18,000), not much more than the number in
some plants (26,000), and fewer than the number estimated to be in an ear of corn
(50,000). Why are we so complex if we have so few genes? The number of genes might
be less important than subtleties in how those genes are expressed and regulated
(Baltimore, 2001).

Heredity Involves Passing Along Genes
Through Reproduction
The first clues to the mechanisms responsible for heredity were discovered by

the monk Gregor Mendel around 1866. The monastery where Mendel lived had
a long history of studying plants. For studying inheritance, Mendel developed an
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experimental technique, selective breeding, that strictly controlled which plants bred
with which other plants.

In one simple study, Mendel selected pea plants that had either only purple flow-
ers or only white flowers (FIGURE 3.45). He then cross-pollinated the two types to
see which color of flowers the plants would produce. Mendel found that the first
generation of pea offspring tended to be completely white or completely purple. If he
had stopped there, he would never have discovered the basis of heredity. However,
he then allowed each plant to self-pollinate into a second generation. This second
generation revealed a different pattern: Of the hundreds of pea plants, about 75
percent had purple flowers and 25 percent had white flowers. This 3:1 ratio repeated
itself in additional studies. It also held true for other characteristics, such as pod
shape.

From this pattern, Mendel deduced that the plants contained separate units, now
referred to as genes, that existed in different versions (e.g., white and purple). In
determining an offspring’s features, some of these versions would be dominant and
others would be recessive. We now know that a dominant gene from either parent is
expressed (becomes apparent or physically visible) whenever itis present. A recessive
gene is expressed only when it is matched with a similar gene from the other parent.
In pea plants, white flowers are recessive, so white flowers occur only when the gene
for purple flowers is not present. All “white genes” and no purple ones was one of the
four possible combinations of white and purple genes in Mendel’s experiments.

GENOTYPE AND PHENOTYPE The existence of dominant and recessive genes
means that not all genes are expressed. The genotype is an organism’s genetic
makeup. That genetic constitution is determined at the moment of conception and
never changes. The phenotype is that organism’s observable physical characteristics
and is always changing.

Genetics, or nature, is one of the two influences on phenotype. So, for instance, in
Mendel’s experiments, two plants with purple flowers had the same phenotype but
might have differed in genotype. Either plant might have had two (dominant) genes
for purple. Alternatively, either plant might have had one (dominant) purple gene and

FIGURE 3.44

Human Genome Project

A map of human genes is presented
by J. Craig Venter, president of the
research company Celera Genomics,
at a news conference in Washington
on February 12, 2001. This map is
one part of the international effort
by hundreds of scientists to map the
entire structure of human genetic
material.

dominant gene

A gene that is expressed in the
offspring whenever it is present.

recessive gene

A gene that is expressed only when it
is matched with a similar gene from
the other parent.

genotype

The genetic constitution of an
organism, determined at the moment
of conception.

phenotype

Observable physical characteristics,
which result from both genetic and
environmental influences.

FIGURE 3.45

Parent Plants Display Genetic
Differences

Mendel studied pea plants. To observe
the effects of cross-breeding, he
started with (a) pea plants with purple
flowers, and (b) pea plants with white
flowers.
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FIGURE 3.46 Parent 1 Parent 2
Genotypes and Phenotypes
Mendel's experiments with
cross-breeding pea plants
resulted in purple flowers 75
percent of the time and white
flowers 25 percent of the time.

D Each parent pea plant
has two genes for
flower color.

@ In this case, one gene
of each set is dominant
(purple), and one of each
set is recessive (white).

) Each parent pea plant
passes on one color gene
to the offspring.

i

@) The offspring’s gene pairs

P, P, can have four possible
genetic combinations, or
Only purple Purple is Purple is Only genotypes.

is present. dominant dominant recessive
over over white is

recessive recessive present.

white. white.
B These genotypes can

result in two possible
appearances, or
phenotypes.

Poww

one (recessive) white gene (FIGURE 3.46). Environment, or nurture, is the second
influence on phenotype. For instance, humans inherit their height and skin color. But
good nutrition leads to increased size, and sunlight can change skin color.

POLYGENIC EFFECTS Mendel’s flower experiments dealt with single-gene charac-
teristics. Such traits appear to be determined by one gene each. When a population
displays a range of variability for a certain characteristic, such as height or intelli-
gence, the characteristic is polygenic. In other words, the trait is influenced by many
genes (as well as by environment).

Consider human skin color. There are not just three or four separate skin colors.
There is a spectrum of colors. The huge range of skin tones among Americans alone
shows that human skin color is not inherited the same way as flower color was in
Mendel’s research. The rich variety of skin colors (phenotype) is not the end product
of a single dominant/recessive gene pairing (genotype). Instead, the variety shows
the effects of multiple genes.

Genotypic Variation Is Created by
Sexual Reproduction

Although they have the same parents, siblings may differ from each other in many
ways, such as eye color, height, and personality. These differences occur because each
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person has a specific combination of genes. Most cells in the human body contain 23
pairs of chromosomes. These pairs include the sex chromosomes, which are denoted
X and Y because of their shapes. Females have two X chromosomes. Males have one X
chromosome and one Y (FIGURE 3.47).

After one sperm and one egg combine during fertilization, the resulting fertilized
cell, known as a zygote, contains 23 pairs of chromosomes. Half of each pair of chro-
mosomes comes from the mother, and the other half comes from the father. From any
two parents, 8 million different combinations of the 23 chromosomes are possible.
The net outcome is that a unique genotype is created at conception, accounting for
the genetic variation of the human species.

The zygote grows through cell division. This process has two stages: First the chro-
mosomes duplicate. Then the cell divides into two new cells with an identical chro-
mosome structure. Cell division is the basis of the life cycle and is responsible for
growth and development.

GENETIC MUTATIONS: ADVANTAGEOUS, DISADVANTAGEOUS, OR BOTH?
Errors sometimes occur during cell division, leading to mutations, or alterations in
the DNA. Most mutations are benign and have little influence on the organism. Occa-
sionally, a genetic mutation produces a selective advantage or disadvantage in terms
of survival or reproduction. That is, mutations can be adaptive or maladaptive. The
evolutionary significance of such a change in adaptiveness is complex. If a mutation
produces an ability or behavior that proves advantageous to the organism, that muta-
tion may spread through the population. The mutation may spread because those who
carry the gene are more likely to survive and reproduce.

Consider industrial melanism. This phenomenon accounts for the fact that in
areas of the world with heavy soot or smog, moths and butterflies tend to be darker
in color. What has created this dark coloration? Before industrialization, landscapes
(trees, buildings, etc.) were lighter in color. Predators were more likely to spot darker
insects against pale backgrounds, so any mutation that led to darker coloring in
insects was disadvantageous and was eliminated quickly through natural selection.
But with industrialization, pollution darkened the landscapes. Darker coloring in
insects therefore became advantageous and more adaptive because the darker insects
were harder to see against the darker backgrounds (FIGURE 3.48).

What about genetic mutations that are disadvantageous adaptively, such as by
leading to disease? Genes that lead to diseases that do not develop until well beyond
reproductive age do not have a reproductive disadvantage and are not removed from
the population. The dominance or recessiveness of a gene also helps determine if it
remains in the gene pool.

For instance, sickle-cell disease is a genetic disorder that alters the bloodstream’s
processing of oxygen. It can lead to pain, organ and bone damage, and anemia. The
disease occurs mainly in African Americans: Approximately 8 percent of African
Americans are estimated to have the (recessive) gene for it (Centers for Disease
Control and Prevention, 2011b). Because the sickle-cell gene is recessive, only those
African Americans who receive it from both parents will develop the disease. Those
who receive a recessive gene from only one parent have what is called sickle-cell trait.
They may exhibit symptoms under certain conditions (such as during exercise), but
they will have a generally healthy phenotype in spite of a genotype that includes the
trait (FIGURE 3.49).

Recessive genes do not interfere with most people’s health. For this reason, the
recessive genes for diseases such as sickle-cell anemia can survive in the gene pool.
This particular gene also has some benefit in that it increases resistance to malaria, a
parasitic disease prevalent in certain parts of Africa. People with only one sickle-cell

FIGURE 3.47

Sex Chromosomes

(a) In females, the 23rd pair of
chromosomes consists of two X
chromosomes. (b) In males, the 23rd
pair consists of one X and one Y
chromosome. The Y chromosome

is much smaller than the X
chromosome.

FIGURE 3.48

Industrial Melanism

These moths illustrate industrial
melanism. As shown here, it is easier
to spot light-colored insects against
dark backgrounds. Because predators
have an easier time catching insects
they can spot, darker moths and
darker butterflies are better able to
survive in more-polluted areas. As a
result, the lighter moths and lighter
butterflies in those areas tend to

die off, leaving more of the moths
and butterflies with the selective
advantage of darkness.
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FIGURE 3.49
Sickle-Cell Disease

Sickle-cell disease occurs when people

receive recessive genes for the trait

from both parents. It causes red blood
cells to assume the distinctive “sickle”
shape seen here in the left cell. Sickle-

cell disease is most common among
African Americans.

monozygotic twins

Also called identical twins; twin
siblings that result from one zygote
splitting in two and therefore share
the same genes.

dizygotic twins

Also called fraternal twins; twin
siblings that result from two
separately fertilized eggs and
therefore are no more similar
genetically than nontwin siblings.

CHAPTER 3

gene enjoy this resistance without suffering from sickle-cell disease. In contrast to
recessive gene disorders like this one, most dominant gene disorders are lethal for
most of their carriers and therefore do not last in the gene pool.

Genes Affect Behavior

What determines the kind of person you are? What factors make you more or less
bold, intelligent, or able to read a map? Your abilities and your psychological traits are
influenced by the interaction of your genes and the environment in which you were
raised or to which you are now exposed. The study of how genes and environment
interact to influence psychological activity is known as behavioral genetics. Behav-
ioral genetics has provided important information about the extent to which biology
influences mind, brain, and behavior.

Any research suggesting that abilities to perform certain behaviors are biologi-
cally based is controversial. Most people do not want to be told that what they can
achieve is limited or promoted by something beyond their control, such as their
genes. It is easy to accept that genes control physical characteristics such as sex,
race, eye color, and predisposition to diseases such as cancer and alcoholism. But
can genes determine whether people will get divorced, how happy they are, or what
careers they choose?

Increasingly, science indicates that genes lay the groundwork for many human
traits. From this perspective, people are born essentially like undeveloped photo-
graphs: The image is already captured, but the way it eventually appears can vary
based on the development process. Psychologists study the ways in which character-
istics are influenced by nature, nurture, and their combination. In other words, who
we are is determined by how our genes are expressed in distinct environments.

BEHAVIORAL GENETICS METHODS Most of us, at one time or another, have
marveled at how different siblings can be, even those raised around the same time
and in the same household. The differences are to be expected, because most siblings
do not share identical genes or identical life experiences. Within the household and
outside it, environments differ subtly and not so subtly. Siblings have different birth
orders. Their mother may have consumed different foods and other substances
during her pregnancies. They may have different friends and teachers. Their parents
may treat them differently. Their parents are at different points in their own lives.

Itis difficult to know what causes the similarities and differences between siblings,
who always share some genes and often share much of their environments. There-
fore, behavioral geneticists use two methods to assess the degree to which traits are
inherited: twin studies and adoption studies.

Twin studies compare similarities between different types of twins to deter-
mine the genetic basis of specific traits. Monozygotic twins, or identical twins, result
from one zygote (fertilized egg) dividing in two. Each new zygote, and therefore
each twin, has the same chromosomes and the same genes on each chromosome
(FIGURE 3.50A). However, monozygotic twins’ DNA might not be as identical as long
thought, due to subtle differences in how the mother’s and father’s genes are combined
(Bruderetal., 2008). Dizygotic twins, sometimes called fraternal or nonidentical twins,
result when two separately fertilized eggs develop in the mother’s womb simultane-
ously. Theresultingtwinsare nomore similar genetically than any other pair of siblings
(FIGURE 3.50B). To the extent that monozygotic twins are more similar than dizygotic
twins, the increased similarity is considered most likely due to genetic influence.

Adoption studies compare the similarities between biological relatives and adop-
tive relatives. Nonbiological adopted siblings may share similar home environments,
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(a) Monozygotic (identical) twins

One sperm fertilizes and the zygote
one egg... splits in two.

N

(b) Dizygotic (fraternal) twins

Two sperm fertilize which become

\t!vo eggs... two zygotes.

but they will have different genes. Therefore, the assumption is that similarities
among nonbiological adopted siblings have more to do with environment than with
genes.

How much influence would you say your home life has had on you? It turns out that
growing up in the same home has relatively little influence on many traits, includ-
ing personality traits. Indeed, after genetic similarity is controlled for, even biological
siblings raised in the same home are no more similar than two strangers plucked at
random off the street. (This point is examined in greater detail in Chapter 9, “Human
Development,” and Chapter 13, “Personality.”)

One way to conduct a behavioral genetic study is to compare monozygotic twins
who have been raised together with ones who were raised apart. Thomas Bouchard
and his colleagues at the University of Minnesota identified more than 100 pairs of
identical and nonidentical twins, some raised together and some raised apart (1990).
The researchers examined a variety of these twins’ characteristics, including intel-
ligence, personality, well-being, achievement, alienation, and aggression. The general
finding from the Minnesota Twin Project was that identical twins, whether they were
raised together or not, were likely to be similar (FIGURE 3.51).

Some critics have argued that most of the adopted twins in the Minnesota study
were raised in relatively similar environments. This similarity came about, in part,
because adoption agencies try to match the child to the adoptive home. However, this
argument does not explain the identical twins Oskar Stohr and Jack Yufe, who were
born in Trinidad in 1933 (Bouchard, Lykken, McGue, Segal, & Tellegen, 1990). Oskar
was raised Catholic in Germany and eventually joined the Nazi Party. Jack was raised
Jewishin Trinidad and lived for awhile in Israel. Few twins have more-different back-
grounds. Yet when they met, at an interview for the study, they were wearing similar
clothes, exhibited similar mannerisms, and shared odd habits, such as flushing the
toilet before using it, dipping toast in coffee, storing rubber bands on their wrists, and
enjoying startling people by sneezing loudly in elevators.

FIGURE 3.50

The Two Kinds of Twins

(a) Monozygotic (identical) twins
result when one fertilized eqgg splits
in two. (b) Dizygotic (fraternal) twins
result when two separate eggs are
fertilized at the same time.

FIGURE 3.51

Identical Twins Raised Apart
Are Also Similar

Identical twins Gerald Levey and

Mark Newman, participants in

Dr. Bouchard's study, were separated
at birth. Reunited at age 31, they
discovered they were both firefighters
and had similar personality traits.
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heritability

A statistical estimate of the extent
to which variation in a trait within a
population is due to genetics.

Some critics feel that nothing more than coincidence is at work in these case stud-
ies. They argue that if a researcher randomly selected any two people of the same age,
many surprising similarities would exist in those people and their lives, just by coin-
cidence, even if the people and their lives differed in most other ways. But twins and
other relatives share similarities beyond coincidental attributes and behavior quirks.
For instance, intelligence and personality traits such as shyness tend to run in fami-
lies because of strong genetic components.

Moreover, there is some evidence that twins raised apart may be more similar than
twins raised together. This phenomenon might occur if parents encouraged individu-
ality in twins raised together by emphasizing different strengths and interests as a
way of helping each twin develop as an individual. In effect, the parents would actively
create a different environment for each twin.

UNDERSTANDING HERITABILITY Heredity is the transmission of characteristics
from parents to offspring by means of genes. A term that is often confused with hered-
ity but means something different is heritability. This term refers to the proportion of
the variation in some specific trait in a population, not in an individual, that is due to
genetics. That is, the trait cannot be due to environment or random chance.

Consider a specific trait, height, in a particular population, American women. The
heritability for a trait depends on the variation: the measure of the overall difference
among a group of people for that particular trait. To know the heritability of height, we
need to know how much individual American women vary in that trait. Once we know
the typical amount of variation within the population, we can see whether people
who are related—sisters or a mother and daughter—show less variation than women
chosen at random.

Say that within the population of American women, height has a heritability of .60.
This figure means that 60 percent of the variation in height among American women
is genetic. It does not mean that any individual necessarily gets 60 percent of her
height from genetics and 40 percent from environment. Heritability estimates aid in
identifying the causes of differences between individuals in a population.

For researchers to perform a heritability analysis, there must be variation in the
population. For instance, almost everyone has two legs. There is very little variabil-
ity in the population. More people lose legs through accidents than are born with-
out them. Thus, the heritability value for having two legs is nearly zero, despite the
obvious fact that the human genome includes instructions for growing two legs.
The key lesson here is: Estimates of heritability are concerned only with the extent
that people differ in terms of their genetic makeup within the group. So, the next
time you hear that some trait or other is heritable, you need to appreciate that this
refers to the distribution of that trait within a group, not to particular persons in
that group.

Social and Environmental Contexts
Influence Genetic Expression

In a longitudinal study of criminality, Avshalom Caspi and his colleagues (2002)
followed a group of more than 1,000 New Zealanders from their births in 1972-73
until adulthood. The group was made up of all the babies that were born in the town
of Dunedin over the course of a year. Every few years, the researchers collected
enormous amounts of information about the participants and their lives. When the
participants were 26 years old, the investigators examined which factors predicted
who became a violent criminal.
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Prior research had demonstrated that children who are mistreated by their parents
are more likely to become violent offenders. But not all mistreated children become
violent, and these researchers wanted to know why not. They hypothesized that the
enzyme monoamine oxidase (MAO) is important in determining susceptibility to the
effects of mistreatment, because low levels of MAO have been implicated in aggressive
behaviors (this connection is discussed further in Chapter 12, “Social Psychology™).

The gene that controls MAO is called MAOA and comes in two forms. One form
of the MAOA gene leads to higher levels of MAO, and the other form leads to lower
levels. Caspi and colleagues found that boys with the low-MAOA gene appeared to
be especially susceptible to the effects of early-childhood mistreatment. Those boys
were also much more likely to be convicted of a violent crime than those with the
high-MAOQOA gene. Only 1in 8 boys was mistreated and had the low-MAQOA gene. That
minority, however, were responsible for nearly half of the violent crimes committed
by the group (see “Scientific Thinking: Caspi’s Study of the Influence of Environment
and Genes,” on p.124).

The New Zealand study is a good example of how nature and nurture together
affect behavior—in this case, unfortunately, violent behavior. Nature and nurture are
inextricably entwined.

EPIGENETICS An exciting new field of genetic study is epigenetics (Berger, Kouza-
rides, Shiekhattar, & Shilatifard, 2009; Holliday, 1987). This term literally means
“on top of genetics.” Here, environment is seen as layered over genetics. Epigenetics
researchers are looking at the processes by which the environment affects genetic
expression. They have found that various environmental exposures do not alter DNA,
but they do alter DNA expression. That alteration makes it more or less likely that
a gene will be expressed. For example, living under stress or consuming a poor diet
makes some genes more active and some less active.

According torecent research, these changes in how DNA is expressed can be passed
along to future generations (Daxinger & Whitelaw, 2012). The process is somewhat like
giving a child a broken toy and saying, “Here is the toy, but it doesn’t work very well.”
The child may then give that toy to his or her own child. The biological mechanisms are
too complex to consider here. A simple way to think about epigenetic processes is that
a parent’s experiences create tags on DNA that tell it when to express, and these tags
are passed along with the DNA. They may then be passed along to future generations.

The potential implications of epigenetics for understanding health problems
and health benefits are enormous. It is possible that smoking cigarettes or drinking
alcohol, like chronic stress or bad nutrition, can create epigenetic tags (Pembrey et
al., 2006). Further research will reveal how individuals’ life circumstances might
change how their genes operate and how such processes may affect future genera-
tions (Grossniklaus, Kelly, Ferguson-Smith, Pembrey, & Lindquist, 2013).

Genetic Expression Can Be Modified

Researchers can employ various gene manipulation techniques to enhance or reduce
the expression of a particular gene or even to insert a gene from one animal species
into the embryo of another. The researchers can then compare the genetically modi-
fied animal with an unmodified one to test theories about the affected gene’s function
(FIGURE 3.52). Such techniques have dramatically increased our understanding of
how gene expression influences thought, feeling, and behavior.

For instance, some of the transgenic mice discussed in Chapter 2 are called
knockouts. Within these research mice, particular genes have been “knocked out,” or
rendered inactive by being removed from the genome or disrupted within the genome.
If a gene is important for a specific function, knocking out that gene should interfere

FIGURE 3.52

Genetic Modifications

The two white mice and three brown
mice in this photo are genetically
normal. The sixth mouse is hairless
because it has been genetically
modified. Specifically, this mouse

has received two nu genes, which
cause the “nude” mutation. These
genes also affect the immune system,
so the mouse is a good laboratory
subject for studies related to immune
function.
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Scientific Thinking

Caspi's Study of the Influence of
Environment and Genes

HYPOTHESIS: The MAOA gene regulates enzyme monoamine oxidase (MAO) and
may be important in determining susceptibility to the effects of maltreatment,
because low levels of MAO have been implicated in aggressive behaviors.

RESEARCH METHOD:
€D A group of more than 1,000 New Zealanders were followed from birth to adulthood.

B Researchers measured which E) Researchers measured the presence of the
children were mistreated by MAOA gene, which comes in two forms. One
their parents (nurture). form leads to higher levels of MAO, and the

other form leads to lower levels (nature).

) Researchers measured the tendency
toward criminal behavior.

RESULTS: Those who had the MAOA gene
for low MAO activity were much more likely
than others to have been convicted of
violent crimes if they had been maltreated
as children. The effects of maltreatment

had less influence on those with the
high-MAOA gene.

60+

B No maltreatment
[l Probable maltreatment
Convicted 407 M Severe maltreatment

of violent 30-
offenses (%)

50

101

0-
Low-MAOA gene High-MAOA gene

CONCLUSION: Nature and nurture can work together to affect human behavior.

SOURCE: Caspi, A., McClay, J., Moffit, T. E., Mill, J., Martin, J., Craig, |. W., et al. (2002). Role
of genotype in the cycle of violence in maltreated children. Science, 29, 851-854.
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with the function. This experimental technique has revolutionized genetics, and in
recognition the 2007 Nobel Prize was awarded to the three scientists who developed
it: Mario Capecchi, Oliver Smithies, and Sir Martin Evans.

One remarkable finding from genetic manipulation is that changing even a single
gene can dramatically change behavior. Through various gene manipulations,
researchers have created anxious mice, hyperactive mice, mice that cannot learn or
remember, mice that groom themselves to the point of baldness, mice that fail to take
care of their offspring, and even mice that progressively increase alcohol intake when
stressed (Marcus, 2004; Ridley, 2003).

In one study, a gene from the highly social prairie vole was inserted into the devel-
oping embryos of normally antisocial mice. The resulting transgenic mice exhibited
social behavior more typical of prairie voles than of mice (Insel & Young, 2001). Another
study found that knocking out specific genes led mice to forget other mice they had
previously encountered. These “knockouts” also failed to investigate new mice placed
in their cages, though normal mice would do so readily. In essence, knocking out one
gene led to multiple impairments in social recognition (Choleris et al., 2003).

These findings do not indicate that mice have a specific gene for being social. It
indicates that—in mice and in humans—changing one gene’s expression leads to the
expression or nonexpression of a series of other genes. This effect ultimately influ-
ences even complex behaviors. In other words, genes seldom work in isolation to
influence mind and behavior. Rather, complex interaction among thousands of genes
gives rise to the complexity of human experience.

OPTOGENETICS One problem with most studies of brain function is that they use
correlational methods. Recall from Chapter 2 that correlational techniques do not
allow us to show causality. For example, fMRI studies show which areas of the brain
are most active while a person performs a task. These findings do not mean thereis a
causal relationship between the brain activity and the task.

To address this limitation, scientists have recently pioneered optogenetics. This
research technique provides precise control over when a neuron fires. That control
enables researchers to better understand the causal relationship between neural
firing and behavior. Optogenetics combines the use of light (optics) with gene altera-
tions (Boyden et al., 2005; FIGURE 3.53). The genes are altered to change a particular
subpopulation of neurons in the brain. Specifically, the membrane ion channels are
changed within the neurons (recall that ion channels allow ions to enter the neuron
and trigger action potentials). The changes to the membrane ion channels make these
specific neurons sensitive to different types of light (e.g., red, green, blue). By inserting
fiberoptics into that region of the brain and shining a particular type of light, research-
ers are able to trigger action potentials in the neurons of interest (Williams & Deis-
seroth, 2013). Using similar techniques, researchers can modify neurons so that firing
isinhibited when light is presented (Berndt, Lee, Ramakrishnan, & Deisseroth, 2014).

These techniques allow researchers to show that activating or deactivating
specific neurons causes changes in brain activity or behavior. For instance, turning
on one set of neurons led animals to act more anxiously (Tye et al., 2011). Turn-
ing off another set of neurons reduced cocaine use in animals addicted to that drug
(Stefanik et al., 2013).

However, shining a light in a particular brain region will not be used to change
human behavior. Rather, the technique allows researchers to better understand the
causal relationships between brain activity and behavior. The development of opto-
genetics is an excellent example of how cutting-edge methods allow researchers to
ask increasingly direct questions about biology and behavior.

FIGURE 3.53

Optogenetics

This mouse is showing optogenetic
display.
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CHAPTER 3

Summing Up

What Is the Genetic Basis of Psychological Science?
= Human behavior is influenced by genes.
m People inherit physical attributes and personality traits from their parents.

= The Human Genome Project has mapped the basic sequence of DNA, providing information
that will help scientists increase their understanding of individual differences in people’'s
characteristics and develop treatments for genetically based disorders.

= |n addition to studying the heritability of traits, researchers study how and when genes are
expressed. Genetic expression is affected by environment, including experience.

= Epigenetics is the study of how environment can alter genetic expression.

= Scientific techniques, including the study of transgenic mice and optogenetics, help
scientists learn more about how genes and brain activity control behavior.

Measuring Up

1.  What is the difference between genotype and phenotype?

a. Genotype refers to an organism'’s genetic makeup. Phenotype refers to observable
characteristics that result from genetic and environmental influences.

b. Genotype refers to monozygotic twins' (nearly) identical genetic makeup. Phenotype
refers to dizygotic twins' genetic makeup.

c. Genotypes can be modified by experiences. Phenotypes can be modified only if the
underlying genes are knocked out.

d. Genotypes direct the experiences organisms seek for themselves. Phenotypes cannot
affect environmental events.

2. What is the relation between optogenetics and gene manipulation studies?

a. Gene manipulations and optogenetics after membrane ion channels so that different
neurotransmitters bind with receptors.

b. Gene manipulations and optogenetics alter membrane ion channels so that
optogenetics can trigger neural firing.

c. Gene manipulations lead to epigenetic changes, but optogenetics does not.

d. Optogenetic tags are passed to future generations, but gene manipulations are not.
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Your Chapter Review

Chapter Summary

3.1 How Does the Nervous System Operate?

The Nervous System Has Two Basic Divisions: Nerve cells, or
neurons, are the basic units of the human nervous system. Neurons
are linked as neural networks, and neural networks are linked
together. The entire nervous system is divided into two basic units: the
central nervous system (the brain and the spinal cord) and the periph-
eral nervous system (all the other nerve cells in the rest of the body).

Neurons Are Specialized for Communication: Neurons receive
and send electrical and chemical messages. All neurons have the
same basic structure, but neurons vary by function and by location
in the nervous system.

The Resting Membrane Potential Is Negatively Charged: A
neuron at rest is polarized. That is, it has a greater negative electri-
cal charge inside than outside. The passage of negative and positive
ions inside and outside the membrane is regulated by ion channels,
such as those located at the nodes of Ranvier.

Action Potentials Cause Neural Communication: Changes
in a neuron’s electrical charge are the basis of an action poten-
tial, or neural firing. Firing is the means of communication within
networks of neurons.

Neurotransmitters Bind to Receptors Across the Synapse:
Neurons do not touch. They release chemicals (neurotransmitters)
into the synapse, a small gap between the neurons. Neurotransmit-
ters bind with the receptors of postsynaptic neurons, thus changing
the charge in those neurons. Neurotransmitters’ effects are halted
by reuptake of the neurotransmitters into the presynaptic neurons,
by enzyme deactivation, or by autoreception.

Neurotransmitters Influence Mental Activity and Behavior:
Neurotransmitters have been identified that influence aspects of
the mind and behavior in humans. For example, neurotransmit-
ters influence emotions, motor skills, sleep, dreaming, learning
and memory, arousal, pain control, and pain perception. Drugs and
toxins can enhance or inhibit the activity of neurotransmitters by
affecting their synthesis, their release, and the termination of their
action in the synapse.

3.2 What Are the Basic Brain Structures and

Their Functions?

Scientists Can Now Watch the Working Brain: Electrophysi-
ology (often using an electroencephalograph, or EEG) measures
the brain’s electrical activity. Brain imaging is done using positron
emission tomography (PET), magnetic resonance imaging (MRI),
and functional magnetic resonance imaging (fMRI). Transcranial

magnetic stimulation (TMS) disrupts normal brain activity, allow-
ing researchers to infer the brain processing involved in particular
thoughts, feelings, and behaviors.

m The Brain Stem Houses the Basic Programs of Survival: The
top of the spinal cord forms the brain stem, which is involved in
basic functions such as breathing and swallowing. The brain stem
includes the medulla, which controls heart rate, breathing, and
other autonomic functions. The brain stem also includes the pons
and the reticular formation, a network of neurons that influences
general alertness and sleep.

m The Cerebellum Is Essential for Movement: The cerebellum
(“little brain”) is the bulging structure connected to the back of the
brain stem. This structure is essential for movement and controls
balance.

m Subcortical Structures Control Emotions and Appetitive
Behaviors: The subcortical structures play a key part in psycho-
logical processes because they control vital functions (the hypo-
thalamus), relay of sensory information (the thalamus), memories
(the hippocampus), emotions (the amygdala), and the planning and
production of movement (the basal ganglia).

m The Cerebral Cortex Underlies Complex Mental Activity:
The lobes of the cortex play specific roles in vision (occipital),
touch (parietal), hearing and speech comprehension (temporal),
and movement, rational activity, social behavior, and personality
(frontal).

m Splitting the Brain Splits the Mind: The hemispheres can be
split from each other to reveal their primary functions.

3.3 How Does the Brain Communicate with

the Body?

m The Peripheral Nervous System Includes the Somatic and
Autonomic Systems: The somatic system transmits sensory
signals and motor signals between the central nervous system and
the skin, muscles, and joints. The autonomic system regulates the
body’s internal environment through the sympathetic division,
which responds to alarm, and the parasympathetic division, which
returns the body to its resting state.

m The Endocrine System Communicates Through Hormones:
Endocrine glands produce and release chemical substances. These
substances travel to body tissues through the bloodstream and
influence a variety of processes, including the stress response and
sexual behavior.

m Actions of the Nervous System and Endocrine System Are
Coordinated: The endocrine system is largely controlled through
the actions of the hypothalamus and the pituitary gland. The hypo-
thalamus controls the release of hormones from the pituitary gland.
The pituitary controls the release of hormones from other endo-
crine glands in the body.
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3.4 How Does the Brain Change?

Experience Fine-Tunes Neural Connections: Chemical signals
influence cell growth and cell function. Experiences, particularly
during critical periods, influence cell development and neural
connections.

Females' and Males' Brains Are Mostly Similar but May Have
Revealing Differences: Females’ and males’ brains are more simi-
lar than different. They are different, however: Males’ brains are
larger than females’ (on average), though larger does not necessar-
ily mean better. Females’ brains are organized more bilaterally for
language. Men and women may perform the same cognitive task by
using different parts of the brain.

The Brain Rewires Itself Throughout Life: Although brain plas-
ticity decreases with age, the brain retains the ability to rewire itself
throughout life. This ability is the biological basis of learning. Anom-
alies in sensation and in perception, such as phantom limb syndrome,
are attributed to the cross-wiring of connections in the brain.

The Brain Can Recover from Injury: The brain can reorganize
its functions in response to brain damage. However, this capacity
decreases with age.

3.5 WhatIs the Genetic Basis of

Key Terms

Psychological Science?

All of Human Development Has a Genetic Basis: Human
behavior is influenced by genes. Through genes, people inherit
both physical attributes and personality traits from their parents.

Chromosomes are made of genes, and the Human Genome Project
has mapped the genes that make up humans’ 23 chromosomal pairs.

Heredity Involves Passing Along Genes Through Reproduc-
tion: Genes may be dominant or recessive. An organism’s genetic
constitution is referred to as its genotype. The organism’s observ-
able characteristics are referred to as its phenotype. Many charac-
teristics are polygenic.

Genotypic Variation Is Created by Sexual Reproduction: An
offspring receives half of its chromosomes from its mother and half
of its chromosomes from its father. Because so many combinations
of the 23 pairs of chromosomes are possible, there is tremendous
genetic variation in the human species. Mutations resulting from
errors in cell division also give rise to genetic variation.

Genes Affect Behavior: Behavioral geneticists examine how
genes and environment interact to influence psychological activ-
ity and behavior. Twin studies and research on adoptees provide
insight into heritability.

Social and Environmental Contexts Influence Genetic Expres-
sion: Genes and environmental contexts interact in ways that influ-
ence observable characteristics. Epigenetics studies how genes
may change due to experience.

Genetic Expression Can Be Modified: Genetic manipulation
has been achieved in mammals such as mice. Animal studies using
gene knockouts, which allow genes to be turned on and off, are valu-
able tools for understanding genetic influences on behavior and on
health. In optogenetics, researchers modify genes to trigger action
potentials in neurons.
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Practice Test

Which label accurately describes neurons that detect information
from the physical world and pass that information along to the
brain?

a. motor neuron

b. sensory neuron

c. interneuron

d. glia

. Parkinson’s disease is associated with the loss of neurons that
produce which of the following neurotransmitters?

a. acetylecholine

b. norepinephrine

c. dopamine

d. serotonin

. Drugs can produce the following actions on neurotransmitter

activity. Label each example as either an agonist or antagonist

effect.

a. mimic the neurotransmitter and activate the postsynaptic
receptor

b. block the reuptake of neurotransmitter

c. decrease neurotransmitter release

d. clear neurotransmitter from the synapse

. Which of the following statements about behavioral genetics is

false?

a. Heritability refers to traits passed from parent to offspring.

b. Similarities among nonbiological adopted siblings are inferred
to reflect environmental influences.

c. Identical twins raised apart are often more similar than
identical twins raised together.

d. Greater similarities between monozygotic twins compared to
dyzygotic twins are inferred to reflect genetic influences.

. In what order are incoming signals processed by a neuron? Place a

1,2, 3, or 4 in front of each of the following parts of a neuron.
___soma

___terminal buttons

__dendrites

—__axon

. Which statement about the resting membrane potential is false?

a. Theinside of the neuron is negatively charged relative to the
outside.

b. The cell membrane allows more sodium than potassium ions
to cross easily.

c. Action of the sodium-potassium pump results in more
potassium inside the neuron.

d. The polarization of charge creates the electrical energy that
powers the action potential.

. Which of the following techniques can provide infonnation about

whether a particular brain region is necessary for a task?
a. electroencephalograph (EEG)

b. functional magnetic resonance imaging (fMRI)

c. positron emission tomography (PET)

d. transcranial magnetic stimulation (TMS)

. Which statement about split-brain patients is true?

a. They have had surgery to therapeutically remove one
hemisphere of the brain.

b. The left hemisphere can perceive stimuli, but the right
hemisphere cannot.

c. The left hemisphere can verbally report its perception. The
right hemisphere cannot articulate what it saw but can act on
its perception.

d. The left hemisphere is analytical, and the right hemisphere is
creative.

The answer key for the Practice Tests can be found at the back of the book.
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4.1 What Is
Consciousness? 132

4.2 What Is Sleep? 144

4.3 What Is Altered
Consciousness? 155

4.4 How Do Drugs Affect
Consciousness? 160
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ONSsclousness

IMAGINE WAKING UP IN THE HOSPITAL and the only thing you can move is
your eyelids. You cannot talk or indicate that you are in pain. Finally, someone
notices that you can voluntarily blink, and together you work out a system of
communication. In 2000, when he was 16 years old, this situation happened to
Erik Ramsey after his brain stem was damaged in a car accident. Since then,
Ramsey has suffered from locked-in syndrome. In this rare condition, all or
nearly all of a person’s voluntary muscles are paralyzed. Even when Ramsey
is awake and alert, he cannot communicate with those around him except by
moving his eyes up and down (FIGURE 4.1).

As a psychological state, locked-in syndrome has been
compared to being buried alive. Imagine that you see
all the sights around you and hear every noise, but you
cannot respond physically to these sights and noises.
Imagine that you can feel every itch, but you cannot
scratch yourself or move to gain relief. Hard as it is to
imagine, Erik was lucky in that he was able to blink. Other
such patients have no voluntary muscle movement. They

FIGURE 4.1

Conscious but Locked In

Erik Ramsey (right, with his father, Eddie) suffers from locked-in
syndrome. He has total awareness, but his condition leaves him almost
completely unable to communicate.
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Patient

Similar regions of the
brain were activated
in the coma patient . . .

Controls

... and in healthy
volunteers, when patient
and volunteers visualized
the same activities.

FIGURE 4.2

In a Coma but Aware

The brain images on the top are

from the patient, a young woman

in a coma who showed no outward
signs of awareness. The images on
the bottom are a composite from the
control group, which consisted of
healthy volunteers. Both the patient
and the control group were told to
visualize, first, playing tennis and,
second, walking around a house. Right
after the directions were given, the
neural activity in the patient's brain
appeared similar to the neural activity
in the control group's brains.

Learning
Objectives

Tennis Imagery

= Define consciousness.

= |dentify varied states of
consciousness.

= Discuss how unconscious
processes influence thought
and behavior.

= Explain how brain activity gives
rise to consciousness.

CHAPTER 4

have often been mistakenly thought
to be in a coma for years, receiving no
pain medication or socially appropriate
communication.

Recent scientific advances have
raised the possibility that Ramsey and

Spatial Navigation Imagery

¢
-~ f}

7 patients like him will be able to commu-

nicate. That is, we might be able to
“read” their thoughts by imaging brain
activity in real time. Communication of
this kind is the goal of researchers who,
in 2004, planted electrodes in the speech region of Ramsey's left hemisphere.
For the past decade or so, Ramsey has been listening to recordings of vowel
sounds and mentally simulating those sounds. His simulation of each vowel
sound should produce its own distinct pattern of brain activity. Ultimately, the
researchers hope to use this brain activity to create a voice synthesizer that
will translate Ramsey’s neural patterns into understandable speech (Bartels
et al., 2008). So far, researchers working with Ramsey have demonstrated that
he can produce numerous specific vowel sounds (Guenther et al., 2009).

Other researchers have obtained similarly promising results. A 23-year-old
woman in an apparent coma was asked to imagine playing tennis or walking
through her house (Owen et al., 2006). This woman's pattern of brain activity
became quite similar to the patterns of control subjects who also imagined
playing tennis or walking through a house (FIGURE 4.2). The woman could
not give outward signs of awareness, but researchers believe she was able to
understand language and respond to the experimenters' requests.

The implications of this finding are extraordinary. Could the research-
ers’ method be used to reach other people who are in comas, aware of their
surroundings, but unable to communicate? Indeed, this research team has
now evaluated 54 coma patients and found 5 who could willfully control brain
activity to communicate (Monti et al., 2010). One 29-year-old man was able to
answer five of six yes/no questions correctly by thinking of one type of image to
answer yes and another type to answer no. The ability to communicate from a
coma might allow some patients to express thoughts, ask for more medication,
and increase the quality of their lives (Fernandez-Espejo & Owen, 2013). These
advances add up to one astonishing fact: Some people in comas are conscious!

4.1 WhatIs Consciousness?

This chapter looks at consciousness and its variations. The cases discussed in the
chapter opener highlight the chapter’s two main points. First, people can be conscious
of their surroundings even when they do not appear to be. Second, conscious expe-
riences are associated with brain activity. To understand the relationship between
the brain and consciousness, we need to consider how conscious experiences differ.
As explored later in this chapter, there are natural variations in consciousness
(e.g., sleep). Moreover, people manipulate consciousness through natural methods
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(e.g., meditation) as well as artificial methods (e.g., drugs). In addition, because of
the very nature of consciousness, conscious experiences differ from person to person.

Consciousness Is a Subjective Experience

Consciousness refers to moment-by-moment subjective experiences. Paying atten-
tion to your immediate surroundings is one such experience. Reflecting on your
current thoughts is another. You know you are conscious because you are experienc-
ing the outside world through your senses and because you know that you are think-
ing. But what gives rise to your consciousness? Are you conscious simply because
many neurons are firing in your brain? If so, how are the actions of these brain circuits
related to your subjective experiences of the world? Your body includes many highly
active biological systems, such as your immune system, that do not produce the sort of
consciousness you are experiencing right now. At every minute, your brain is regulat-
ing your body temperature, controlling your breathing, calling up memories as neces-
sary, and so on. You are not conscious of the brain operations that do these things.
Why are you conscious only of certain experiences?

Philosophers have long debated questions about the nature of consciousness. As
discussed in Chapter 1, the seventeenth-century philosopher René Descartes stated that
the mind is physically distinct from the brain, a view called dualism. Most psychologists
reject dualism. Instead, they believe that the brain and the mind are inseparable. Accord-
ing to this view, the activity of neurons in the brain produces the contents of conscious-
ness:thesightofaface,thesmell ofarose. More specifically, foreach type of content—each
sight, each smell—there is an associated pattern of brain activity. The activation of this
particular group of neurons in the brain somehow gives rise to conscious experience.
But because each of us experiences consciousness personally—that is, subjectively—we
cannot know if any two people experience the world in exactly the same way. What does
the color red look like to you (FIGURE 4.3)? How does an apple taste?

As discussed in Chapter 1, early pioneers in psychology attempted to understand
consciousness through introspection. Psychologists largely abandoned this method
because of its subjective nature. Conscious experiences exist, but their subjective
nature makes them difficult to study empirically. There is no way to know whether each
person’s experience of a thing (its shape, size, color, and so on) is the same or whether
each person is using the same words to describe a different experience. When children
play the game “I spy, with my little eye,” the players might belooking at the same thing—
say, “something that is red”—but they might be experiencing that thing differently. The
labels applied to experience do not necessarily do justice to the experience.

Conscious Awareness Involves Attention

Conscious experience is usually unified and coherent. In this view, the mind is a
continuous stream and thoughts float on that stream. There is a limit, however, to
how many things the mind can be conscious of at the same time.

As you read this chapter, where are you directing your attention, or conscious
awareness? Are you focused intently on the material? Is your mind wandering, occa-
sionally or often? You cannot pay attention to reading while doing several other things,
such as watching television or texting. As you focus on what is going on in the TV
show, you might realize that you have no idea what you just read or what your friend
just replied. Likewise, you can think about what you will do tomorrow, what kind of
car you would like to own, and where you most recently went on vacation—but you
cannot think about them all at the same time. While driving to a familiar destination,
have you ever begun to think about something other than your driving? Before you

consciousness

One's subjective experience of the
world, resulting from brain activity.

FIGURE 4.3

Seeing Red

One difficult question related to
consciousness is whether people’s
subjective experiences of the world
are similar. For instance, does red look
the same to everyone who has normal
color vision?

WHAT IS CONSCIOUSNESS?




FIGURE 4.4

Automatic Processing Versus
Controlled Processing

(a) An experienced driver can

rely on automatic processing

while performing this task. (b) An
inexperienced driver must use
controlled processing. (¢) During a
rainstorm, an experienced driver must
revert to controlled processing.

knew it, you had arrived. But how did you get there? You knew you had driven, but you
could not remember details of the drive, such as whether you stopped at traffic lights
or passed other vehicles. Attention involves being able to focus selectively on some
things and avoid focusing on others. Although they are not the same thing, attention
and consciousness often go hand-in-hand.

In his book Thinking, Fast and Slow (2011), the Nobel laureate Daniel Kahneman
differentiates between automatic and controlled processes. In general, all of us can
execute routine or automatic tasks (such as driving, walking, or understanding the
meanings of the words on this page) that are so well learned that we do them with-
out much attention. Indeed, paying too much attention can interfere with these
automatic behaviors. Try thinking of each step you take as you walk—it makes walk-
ing much more awkward. By contrast, difficult or unfamiliar tasks require people to
pay attention. Such controlled processing is slower than automatic processing, but
it helps people perform in complex or novel situations. For example, if a rainstorm
starts while you are driving, you will need to pay more attention to your driving and be
very conscious of the road conditions (FIGURE 4.4). As noted in Chapter 2, behaviors
such as reading, eating, talking on a cell phone, or texting are dangerous while driving
because they distract the driver’s attention. Hands-free cell phones do not solve the
attention problem. Because drivers using hands-free phones still have to divide their
attentional resources among multiple tasks, using a hands-free phone may be just as
dangerous as talking while holding the phone (Ishigami & Klein, 2009).

In thinking about the power of distraction, consider the cocktail party phenom-
enon. In 1953, the psychologist E. C. Cherry described the process this way: You can
focus on a single conversation in the midst of a chaotic cocktail party. However, a
particularly pertinent stimulus—such as hearing your name mentioned in another
conversation or hearing a juicy piece of gossip—can capture your attention. Because
your attention is now divided, what you can understand of the new stimulus is less
than if you had been giving it your full attention. If you really want to hear the other
conversation or piece of gossip, you need to focus your attention on it. Of course, when
youredirect your attention in this way, you probably will not be able to follow what the
closer (and therefore probably louder) partygoer is saying. You will lose the thread of
your original conversation.

Cherry developed selective-listening studies to examine what the mind does with
unattended information when a person pays attention to one task. He used a technique
called shadowing. In this procedure, a participant wears headphones that deliver one
message to one ear and a different message to the other. The person is asked to attend
to one of the two messages and “shadow” it by repeating it aloud. As aresult, the person
usually notices the unattended sound (the message given to the other ear) but will have
little knowledge about the content of the unattended sound (FIGURE 4.5).

Imagine you are participating in an experiment about what happens to unattended
messages. You are repeating whatever is spoken into one ear (shadowing) and ignor-
ing the message spoken into the other ear. What would happen if your own name were
spoken into the unattended ear? You would probably hear your own name but know
nothing about the rest of the message. Some important information gets through the
filter of attention. It has to be personally relevant information, such as your name or
the name of someone close to you, or it has to be particularly loud or different in some
obvious physical way.

SELECTIVE ATTENTION In 1958, the psychologist Donald Broadbent developed
filter theory to explain the selective nature of attention. He assumed that people
have a limited capacity for sensory information. They screen incoming information
to let in only the most important material. In this model, attention is like a gate that
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opens for important information and closes for irrelevant ignorodil LIl

The horse galloped
across the field . . .

information. But can we really close the gate to ignore some
information? When and how do we close the gate?

Some stimuli demand attention and virtually shut off the
ability to attend to anything else. Imagine you are focusing
all your attention on reading this book, and suddenly you
develop a muscle cramp. What will happen to your atten-
tion? The sharpjab ofthe cramp will demand your attention,
and whatever you are reading will leave your consciousness
until you attend to the muscle. Similarly, some stimuli, such
as those that evoke emotions, may readily capture attention
because they provide important information about poten-
tial threats in an environment (Phelps, Ling, & Carrasco,
2006). An object produces a stronger attentional response
when it is viewed as socially relevant (e.g., an eye) than when it is viewed as nonsocial
(e.g., an arrowhead; Tipper, Handy, Giesbrecht, & Kingstone, 2008).

Decisions about what to attend to are made early in the perceptual process. At the
same time, however, unattended information is processed at least to some extent.
Several selective-listening studies have found that even when participants cannot
repeat an unattended message, they still have processed its contents. In one experi-
ment, participants were told to attend to the message coming in one ear: “They threw
stones at the bank yesterday.” At the same time, the unattended ear was presented
with one of two words: “river” or “money.” Afterward, participants could not report the
unattended words. However, those presented with “river” interpreted the sentence
to mean someone had thrown stones at a riverbank. Those presented with “money”
interpreted the sentence to mean someone had thrown stones at a financial institu-
tion (MacKay, 1973). Thus the participants extracted meaning from the word even
though they did not process the word consciously.

CHANGE BLINDNESS To understand just how inattentive we can be, consider the
phenomenon known as change blindness. Because we cannot attend to everything in
the vast array of visual information available, we are often “blind” to large changes in
our environments. For example, would you notice if the person you were talking to
suddenly changed into another person? In two studies, participants were on a college
campus when a stranger approached them and asked for directions. Then the stranger
was momentarily blocked by a large object and while out of view was replaced with
another person of the same sex and race. Fifty percent of the people giving directions
never noticed that they were talking to a different person. When giving directions to
a stranger, we normally do not attend to the distinctive features of the stranger’s face
or clothing. If we are unable to recall those features later, it is not because we forgot
them. More likely, it is because we never processed those features very much in the
first place. After all, how often do we need to remember such information (Simons
& Levin, 1998)? (See “Scientific Thinking: Change Blindness Studies by Simons and
Levin,” on p. 136.)

In Simons and Levin’s first study, older people were especially likely not to notice a
change in the person asking them for directions. Younger people were pretty good
at noticing the change. Are older people especially inattentive? Or do they tend
to process a situation’s broad outlines rather than its details? Perhaps the older
people encoded the stranger as simply “a college student” and did notlook for more-
individual characteristics. To test this idea, Simons and Levin (1998) conducted
an additional study. This time, the stranger was an easily recognizable type of
person from a different social group. That is, the same experimenters dressed as

Attended input:

President Lincoln
often read by the
light of the fire . . .

Speech output:
President Lincoln
often read by the
light of the fire . . .

FIGURE 4.5

Shadowing

In this procedure, the participant
receives a different auditory message
in each ear. The participant is required
to repeat, or “shadow,” only one of
the messages.

change blindness

A failure to notice large changes in
one's environment.
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Scientific Thinking

Change Blindness Studies by Simons and Levin

HYPOTHESIS: People can be “blind” to large changes around them.
RESEARCH METHOD:

El A participant is approached by a H The stranger is momentarily E] While being blocked, the original
stranger asking for directions. blocked by a larger object. stranger is replaced by another person.

VN

RESULTS: Half the participants giving directions never noticed they were talking to a different person (as long as the replacement was of the
same race and sex as the original stranger).

CONCLUSION: Change blindness results from inattention to certain visual information.

SOURCE: Photos from Simons, D. J., & Levin, D. T. (1998). Failure to detect changes to people during a real-world interaction. Psychonomic Bulletin
and Review, 5, 644-649. © 1998 Psychonomic Society, Inc. Figure courtesy Daniel J. Simons.

construction workers and asked college students for directions. Sure enough, the
college students failed to notice the replacement of one construction worker with
another. This finding supports the idea that the students encoded the strangers as
belonging to a broad category of “construction workers” without looking more closely
at them. For these students, construction workers seemed pretty much all alike and
interchangeable. Subsequent research has shown that people with a greater ability to
maintain attention in the face of distracting information are less likely to experience
a similar type of change blindness (Seegmiller, Watson, & Strayer, 2011).

As change blindness illustrates, we can attend to a limited amount of informa-
tion. Large discrepancies exist between what most of us believe we see and what
we actually see. Thus, our perceptions of the world are often inaccurate, and we
have little awareness of our perceptual failures. We simply do not know how much
information we miss in the world around us. This is why using cell phones while
driving—or even walking—can be dangerous. We fail to notice important objects
in the environment that might indicate threats to our safety. In one study (Hyman
etal., 2010), students using cell phones while walking across campus failed to notice a
brightly colored clown riding a unicycle who was heading toward their walking path.
Students who were listening to music were much more likely to notice the clown.

LAPTOPS IN THE CLASSROOM It can be hard to pay complete attention for an
entire class period even with the most engaging lecturers. For this reason, many of your
Today's students use electronic instructors try to include active participation during class. The rise of laptop comput-
devices in the classroom ers and smartphones in the classroom over the last decade has increased the diffi-
productively (as in taking notes) and culty for instructors to hold students’ attention (FIGURE 4.6). Ideally, such technology
nonproductively (as in texting). enables students to take notes, access supplementary materials, or participate with

FIGURE 4.6
Technology in the Classroom
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classroom exercises. Unfortunately, students can also tune out lectures by
checking Facebook or email, texting, or watching YouTube videos.

After reading the earlier sections of this chapter, you might not be
surprised that attending to your computer or smartphone might lead you
to miss important details going on around you, such as crucial informa-
tion in the lecture. Overwhelming evidence shows that students who
use Facebook, text, surf the Internet, and so on do more poorly in college
courses (Gingerich & Lineweaver, 2014; Junco & Cotten, 2012). Poor
performance can happen even if students do not multitask. According
to one study, taking notes on a laptop rather than by hand leads to more-
superficial processing and worse performance on tests of conceptual
knowledge (Mueller & Oppenheimer, 2014). Even those who are simply
sitting near someone playing around on the Internet score lower grades
(Sana, Weston, & Cepeda, 2013). If you use your laptop or smartphone to
look at irrelevant materials, you are hurting yourself and others.

Students often do not feel like they are missing anything when they multi-
task. The irony is that it takes attention to know what you are missing. If
your attention is elsewhere and you miss something vital mentioned by your

\Hﬁhs,
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instructor, not only did you miss what she or he said, but you will not even know that you
missed anything. Students have the illusion that they are paying attention because they
have no awareness of events that happened when their attention was otherwise occupied.

Unconscious Processing Influences Behavior subliminal perception

As mentioned in Chapter 1, Sir Francis Galton (1879) first proposed the
notion that mental activity below the level of consciousness can influ-
ence behavior. The influence of unconscious thoughts was also at the
center of many of Freud’s theories of human behavior. For example,
the classic mistake called a Freudian slip occurs when an unconscious
thought is suddenly expressed at an inappropriate time or in an inap-
propriate social context.

Many of the ways that Freud proposed that the unconscious works
are difficult to test using scientific methods, and few psychologists
today believe his interpretation of the unconscious is correct. However,
psychologists agree that unconscious processes influence people’s
thoughts and actions as they go through their daily lives. Consider that
smokers who watch a movie that has images of smoking, even if they
are unaware of those images, report stronger cravings for cigarettes
after they leave the theater (Sargent, Morgenstern, Isensee, & Hane-
winkel, 2009). When smokers watch movies that show smoking, there
is activation of brain regions involved in the handling of cigarettes, as
if the viewers were sharing cigarettes with the on-screen characters
(Wagner, Dal Cin, Sargent, Kelley, & Heatherton, 2011). Now consider a
similar unconscious influence in many people’s lives: the subtle smells
of food in the mall. Might they encourage a visit to the food court?

Over the last several decades, many researchers have explored
different ways in which unconscious cues, or subliminal perception, can
influence cognition. Subliminal perception occurs when stimuli get

processed by sensory systems but, because of their short durations or subtle forms,

do not reach consciousness.

The processing of information by
sensory systems without conscious
awareness.

Bred|< out the
« Frosty bottle

FIGURE 4.7
Subliminal Perception
Do you see the subliminal message

Advertisers have long been accused of using subliminal cues to persuade people in this advertisement? The ice cubes
to purchase products (FIGURE 4.7). The evidence suggests that subliminal messages spell out S-E-X.
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have minimal effects on purchasing behavior (Greenwald, 1992). Material presented
subliminally can influence how people think, however, even if it has little or no effect
on complex actions. (Buying something you did not intend to buy would count as a
complex action.) That is, considerable evidence indicates that people are affected
by events—stimuli—they are not aware of. In one study, participants exerted greater
physical effort when large images of money were flashed at them, even though the
flashes were so brief the participants did not report seeing the money (Pessiglione
et al.,, 2007). The subliminal images of money also produced brain activity in areas
of the limbic system, which is involved in emotion and motivation. Subliminal cues
may be most powerful when they work on people’s motivational states. For example,
flashing the word thirst may prove more effective than flashing the explicit directive
Buy Coke. Indeed, researchers found that subliminal presentation of the word thirst
led participants to drink more Kool-Aid, especially when they were actually thirsty
(Strahan, Spencer, & Zanna, 2002).

To study the power of unconscious influences, John Bargh and colleagues (1996)
supplied participants with different groups of words. Some of the participants
received words associated with the elderly, such as old, Florida, and wrinkles. The
participants were asked to make sentences out of the supplied words. After they had
made up a number of sentences, they were told the experiment was over. But the
researchers continued observing the participants. They wanted to know whether
the unconscious activation of beliefs about the elderly would influence the partici-
pants’ behavior. Indeed, participants primed with stereotypes about old people
walked much more slowly than did those who had been given words unrelated to the
elderly. When questioned later, the slow-walking participants were not aware that
the concept of “elderly” had been activated or that it had changed their behavior.

Otherresearchers have obtained similar findings. For instance, Ap Dijksterhuis and
Ad van Knippenberg (1998) found that people at Nijmegen University, in the Nether-
lands, were better at answering trivia questions when they were subtly presented with
information about “professors” than when they were subtly presented with informa-
tion about “soccer hooligans.” The participants were unaware that their behavior was
influenced by the information. Such findings indicate that much of human behavior
occurs without awareness or intention (Bargh, 2014; Dijksterhuis & Aarts, 2010).

Brain Activity Gives Rise to

Consciousness
e &P oF sere-coNsaousnEsS Scientists cannot (yet) read your mind by looking at your brain activity, but
/\——\,\ i they can identify objects you are seeing by looking at your brain activity (Kay,
Naselaris, Prenger, & Gallant, 2008). For instance, researchers can use fMRI

LY Y MOKE~ / 0y to determine, based on your pattern of brain activity at that moment, whether
‘ the picture you are seeing is of a house, a shoe, a bottle, or a face (O’Toole,
S‘m\(ﬂﬂ& ’{"ERE Jiang, Abdi, & Haxby, 2005). Similarly, brain imaging can reveal whether

\/k a person is looking at a striped pattern that is moving horizontally or verti-

cally, whether a person is looking at a face or a body, which of three categories

Mf a person is thinking about during a memory task, and so on (Norman, Polyn,

£ Detre, & Haxby, 2006; O’'Toole et al., 2014). Some people have referred to these

techniques as “mind reading,” although that term implies a level of sophistica-
tion that researchers have not yet obtained.

The question of what it means to be conscious of something has been

around for centuries. Psychologists now examine, even measure, conscious-

‘PMWS ness and other mental states that were previously viewed as too subjective

to be studied. For example, Frank Tong and colleagues (1998) studied the
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Scientific Thinking

The Relationship Between Consciousness and
Neural Responses in the Brain

HYPOTHESIS: Specific patterns of brain activity can predict what a person is seeing.

RESEARCH METHOD:

Kl Participants were shown images with
houses superimposed on faces.

H Participants were asked to report
whether they saw a house or a face.

E] Researchers used fMRI to measure
neural responses in participants’ brains.

RESULTS: Activity increased in the fusiform face area when participants reported seeing
a face, but activity increased in temporal cortex regions associated with object recognition
when participants reported seeing a house.

CONCLUSION: Type of awareness is related to which brain region processes the particular
sensory information.

SOURCE: Tong, F., Nakayama, K., Vaughan, J. T., & Kanwisher, N. (1998). Binocular rivalry and
visual awareness in human extrastriate cortex. Neuron, 21, 753-759.

relationship between consciousness and neural responses in the brain. Partici-
pants were shown images in which houses were superimposed on faces. When
participants reported seeing a face, neural activity increased within temporal
lobe regions associated with face recognition. When participants reported seeing
a house, neural activity increased within temporal lobe regions associated with
object recognition. This finding suggests that different types of sensory informa-
tion are processed by different brain areas: The particular type of neural activity
determines the particular type of awareness (see “Scientific Thinking: The Rela-
tionship Between Consciousness and Neural Responses in the Brain”).

THE GLOBAL WORKSPACE MODEL Many different models for consciousness
have been proposed. One, the global workspace model, posits that consciousness arises
as a function of which brain circuits are active (Baars, 1988; Dehaene, Changeux,
Naccache, Sackur, & Sergent, 2006). That is, you experience your brain regions’
output as conscious awareness.

This idea is supported by studies of people with brain injuries, who are some-
times unaware of their deficits (that is, the consciousness-related problems that
arise from their injuries). For instance, a person who has vision problems caused
by an eye injury will know about those problems because the brain’s visual areas
will notice they are not getting input and that something is wrong. But if that same
person then suffers damage to the brain’s cortical visual areas so that they stop
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Prefrontal Frontal motor
cortex: cortex:

“l understand “I'm all about
plans.” movement.”

Temporal lobe: _

“l hear things.”

FIGURE 4.8

Areas of Awareness

A central theme emerging from
cognitive neuroscience is that
awareness of different aspects of the
world is associated with functioning
in different parts of the brain. This
simplified diagram indicates major
areas of awareness.

delivering output, the person may have no visual infor-

Parietal

lobe: mation to consider and thus will not be aware of vision
T ere problems. Of course, if the person suddenly becomes
of space.” blind, that individual will know he or she cannot see. But

someone who loses part of the visual field because of a
brain injury tends not to notice the gap in visual expe-
rience. This tendency appears with hemineglect, for
example (see Figure 3.28). A hemineglect patient is not
aware of missing part of the visual world. In one patient’s
words, “I knew the word ‘neglect’ was a sort of medical
term for whatever was wrong, but the word bothered
me because you only neglect something that is actually
there, don’t you? If it’s not there, how can you neglect
it?” (Halligan & Marshall, 1998, p. 360). The hemineglect
patients’ unawareness of their visual deficits supports
the idea that consciousness arises through the brain
processes active at any point in time.

“I see things.” Most important, the global workspace model pres-
ents no single area of the brain as responsible for general
“awareness.” Rather, different areas of the brain deal with
different types of information. Each of these systems in
turn is responsible for conscious awareness of its type of

Occipital lobe:

information (FIGURE 4.8). From this perspective, consciousness is the mechanism
that makes people actively aware of information and that prioritizes what informa-
tion they need or want to deal with at any moment.

CHANGES IN CONSCIOUSNESS FOLLOWING BRAIN INJURY As noted by the
cognitive neuroscientist Steven Laureys (2007), medical advances are enabling a
greater number of people to survive traumatic brain injuries. For example, doctors
now save the lives of many people who previously would have died from injuries
sustained in car accidents or on battlefields. A good example is the remarkable
survival of Congresswoman Gabrielle Giffords, who was shot in the head by an assail-
antin 2011.

Surviving is just the first step toward recovery, however, and many of those who
sustain serious brain injuries fall into comas or, like Giffords, are induced into coma
as part of medical treatment. The coma allows the brain to rest. Most people who
regain consciousness after such injuries do so within a few days, but some people do
not regain consciousness for weeks. In this state, they have sleep/wake cycles—they
open their eyes and appear to be awake, close their eyes and appear to be asleep—but
they do not seem to respond to their surroundings. When this condition lasts longer
than a month, it is known as a persistent vegetative state.

Evidence indicates that the brain can sometimes process information in coma
(Gawryluk, D’Arcy, Connolly, & Weaver, 2010). Recall the woman, discussed at the
opening of this chapter, who imagined playing tennis and walking around a house.
But the persistent vegetative state is not associated with consciousness. Normal
brain activity does not occur when a person is in this state, in part because much
of the person’s brain may be dead. The longer the persistent vegetative state lasts,
the less likely it is that the person will ever recover consciousness or show normal
brain activity. Terri Schiavo, a woman living in Florida, spent more than 15 years in
a persistent vegetative state. Eventually, her husband wanted to terminate her life
support, but her parents wanted to continue it. Both sides waged a legal battle. A
court ruled in the husband’s favor, and life support was terminated. After Schiavo’s
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FIGURE 4.9

Persistent Vegetative State

Terri Schiavo spent more than 15 years in

a persistent vegetative state before she

was taken off life support. Her parents and
their supporters believed she showed some
awareness. As the dark areas of the brain scan
on the left indicate, however, there was no
activity in Schiavo's cortex and she was beyond
recovery. By using imaging to examine the
brain of a person in an apparent coma, doctors
can determine whether the patient is a good
candidate for treatment.

death, an autopsy revealed substantial and irreversible damage throughout her
brain and especially in cortical regions known to be important for consciousness
(FIGURE 4.9).

Between the vegetative state and full consciousness is the minimally conscious
state. In this state, people with brain injuries are able to make some deliberate move-
ments, such as following an object with their eyes. They may try to communicate.
The prognosis for those in a minimally conscious state is much better than for those
in a persistent vegetative state. Consider the case of the Polish railroad worker Jan
Grzebski, who in June 2007, at age 67, woke up from a 19-year coma. He lived for
another 18 months. Grzebski remembered events that were going on around him
during his coma, including his children’s marriages. There is some indication that he
tried to speak on occasion but was not understood (Scislowska, 2007; FIGURE 4.10).
Differentiating between states of consciousness by behavior alone is difficult, but
brain imaging may prove useful for identifying the extent of a patient’s brain injury
and likelihood of recovery.

Imaging brain activity can also be used to tell whether a person is brain dead. Brain
death is the irreversible loss of brain function. Terri Schiavo had severe brain injury,
but there was still activity in her brain stem. She was never declared brain dead. With
brain death, no activity is found in any region of the brain. As discussed in Chapter 3,
the brain is essential for integrating brain activity that keeps the bodily organs, such
as the heart and lungs, alive. When the brain no longer functions, the rest of the body
quickly stops functioning. Under the right circumstances, machines may keep the
organs functioning and make eventual organ donations possible.

Unfortunately, family members and others sometimes have difficulty accepting
brain death and go to extraordinary lengths to try to keep the person’s body “alive.”
Such was the case for 13-year-old Jahi McMath, who suffered brain death after
routine tonsil surgery (FIGURE 4.11). McMath’s family argued that she was still alive
because her heart was still beating. They had her transferred from the hospital to a
private facility that would continue her care. But when the brain is dead, the personis
dead. The heart can beat only if it is artificially stimulated.

FIGURE 4.10

Minimally Conscious State

Jan Grzebski was in a minimally
conscious state for 19 years before

he awoke and reported that he had in
fact been aware of events around him.

FIGURE 4.11

Brain Death

Jahi McMath, depicted here on a
necklace, was declared brain dead
after complications from surgery.
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What to Believe? Using Psychological Reasoning

After-the-Fact Explanations: How Do We Interpret Our Behavior?

Before reading further, think of your
phone number. If you are familiar
enough with the number, you probably
remembered it quickly. Yet you have no
idea how your brain worked this magic.
That is, you do not have direct access to
the neural or cognitive processes that
lead to your thoughts and behavior.
You thought about your phone number,
and (if the magic worked) the number
popped into your consciousness.

Since you were asked to recall your
number, you know why it came into
your head. At other times, you may
be unsure about why you think certain
things, hold particular beliefs, or
perform certain actions. In such cases,
you probably “make sense"” of your
thoughts, beliefs, or actions. As noted
in Chapter 1, many biases in psychologi-
cal reasoning occur because people’s
minds are trying to make sense of
the world around them. Sometimes
unconscious processes lead people to
do things that their conscious minds
struggle to explain.

In a classic experiment by the
social psychologists Richard Nisbett
and Timothy Wilson (1977), research
participants were asked to examine
pairs of words, such as ocean-moon,
that had obvious semantic associations
between the words. They were then
asked to free-associate on single words,
such as detergent. Nisbett and Wilson
wanted to find out to what degree, if
any, the word pairs would influence the
free associations. And if the influence
occurred, would the participants be
conscious of it?

When given the word detergent after
the word pair ocean-moon, participants
typically free-associated the word tide.
However, when asked why they said
“tide,” they usually gave reasons citing
the detergent’'s brand name, such as
"My mom used Tide when | was a kid."”

CHAPTER 4

They were not aware that the word pair
had influenced their thoughts.

The capacity to make up after-
the-fact explanations appears to be a
product of left-hemisphere process-
ing. Recall from Chapter 3 the split-
brain condition, in which the surgically
disconnected two hemispheres show
lateralization of cognitive functions.

Studies of split-brain patients have
revealed an interesting relationship
between the brain's hemispheres,
which work together to construct
coherent conscious experiences. This
collaboration can be demonstrated by
asking a split-brain patient to use his
or her disconnected left hemisphere to
explain behavior produced by the right
hemisphere. Keep in mind that the left
hemisphere does not know why the
behavior was produced.

In one such experiment (Gazzaniga &
LeDoux, 1978), the split-brain patient
saw different images flash simultane-
ously on the left and right sides of a
screen. Below those images was a row
of other images. The patient was asked
to point with each hand to a bottom
image that was most related to the
image flashed on that side of the screen
above. In a particular trial, a picture of
a chicken claw was flashed to the left
hemisphere. A picture of a snow scene
was flashed to the right hemisphere. In

CONSCIOUSNESS

response, the left hemisphere pointed
the right hand at a picture of a chicken
head. The right hemisphere pointed
the left hand at a picture of a snow
shovel. The (speaking) left hemisphere
could have no idea what the right hemi-
sphere had seen nor why the left hand
pointed to the snow shovel. When the
participant was asked why he pointed
to those pictures, he (or, rather, his
left hemisphere) calmly replied, “Oh,
that's simple. The chicken claw goes
with the chicken, and you need a shovel
to clean out the chicken shed.” The
left hemisphere evidently had inter-
preted the left hand's response in a
manner consistent with the left brain’s
knowledge, which was a chicken claw
(FIGURE 4.12).

The left hemisphere's propensity to
construct a world that makes sense is
called the interpreter. This term means
that the left hemisphere is interpret-
ing what the right hemisphere has
done with only the information that
is available to it (Gazzaniga, 2000). In
this last example, the left hemisphere
interpreter created a ready way to
explain the left hand'’s action. Although
the disconnected right hemisphere
controlled the left hand, the left hemi-
sphere’s explanation was unrelated
to the right hemisphere's real reason
for commanding that action. Yet to
the patient, the movement seemed
perfectly plausible once the action had
been interpreted.

To give another example: If the
command Stand up is flashed to a split-
brain patient's right hemisphere, the
patient will stand up. But when asked
why he or she has stood up, the patient
will not reply, “You just told me to,”
because the command is not avail-
able to the (speaking) left hemisphere.
Instead, unaware of the command,
the patient will say something like,



El A split-brain participant
watches as different
images flash
simultaneously on the
left and right.

K Below the screenis a

row of other images.

E] The patient is asked to
point each hand at a
bottom image most
related to the image

flashed on that side of
the screen.

E®] The left hemisphere points the
right hand at a picture of a chicken
head.

FIGURE 4.12

E When the split-brain participant is
asked to explain these selections,
the verbal left hemisphere provides
the answers. To explain the right
hand’s selection of the chicken
head, the left hemisphere says that
the chicken claw goes with the
chicken head. To explain the left
hand’s selection of the shovel,
the left hemisphere must interpret,
because it does not see the snow
scene. The left hemisphere decides
that the shovel is used to clean up
after chickens.

The Left Hemisphere Interprets Outcomes
On the basis of limited information, the left hemisphere attempts to explain behavior produced by

the right hemisphere.

"l just felt like getting a soda.” The left
hemisphere is compelled to concoct a
“makes sense" story that explains, or
interprets, the patient’s action after it
has occurred.

Of course, only a tiny percentage
of people have disconnected hemi-

spheres. Yet they still need to explain
all sorts of thoughts and behaviors
for which they have limited infor-
mation. The lack of direct access to
neural or cognitive processes means
that people often need to interpret
why they behaved in a certain way. As

T The right hemisphere points the left
hand at a picture of a snow shovel.

you will learn later in this book, when
people act in ways that are inconsistent
with their beliefs, they often rational-
ize their behavior or provide excuses.
Some of these explanations are simply
after-the-fact attempts to make sense
of behavior.
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Learning
Objectives

= Describe the stages of sleep.

= |dentify common sleep
disorders.

= Discuss the functions of
sleeping and dreaming.

Summing Up

What Is Consciousness?
m Consciousness is a person’s subjective experience of the world.

= The relationship between the physical brain and consciousness has been debated for
centuries. Today, most psychologists believe that consciousness results from the workings
of the brain.

= We need to attend to information to be conscious of it. However, information can be
processed subliminally (without conscious awareness).

= According to the Global Workspace Model, consciousness arises as a result of which brain
circuits are active.

= Severe brain injury can result in a persistent vegetative state, a minimally conscious state, or
even brain death.

Measuring Up

1. Which of the following statements are correct according to our understanding of
consciousness? Choose as many as apply.

a. Students who multitask during class would be aware of missing important
information.

b. Brain research shows that some people in comas have higher brain activity levels than
others.

c. The contents of consciousness cannot be labeled.

d. Any biological process can be made conscious through effortful processing.

e. Our behaviors and thoughts are affected by some events about which we have no

conscious knowledge.

Consciousness is subjective.

Without brain activity, there is no consciousness.

. People in comas may differ in the extent to which they are conscious.

People are either conscious or unconscious; there is no middle ground.

~ca ™

2. If a person in a coma shows some evidence of being aware of his surroundings, the
condition is known as

brain death.

minimally conscious state.
permanent vegetative state.
consciousness.
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4.2 WhatIs Sleep?

At regular intervals, the brain does a strange thing: It goes to sleep. A common
misconception is that the brain shuts itself down during sleep. Nothing could be
further from the truth. Many brain regions are more active during sleep than during
wakefulness. It is even possible that some complex thinking, such as working on diffi-
cult problems, occurs in the sleeping brain (Walker & Stickgold, 20086).

Sleep is part of the normal rhythm of life. Brain activity and other physiological
processes are regulated into patterns known as circadian rhythms. (Circadian roughly
translates to “about a day.”) For example, body temperature, hormone levels, and
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sleep/wake cycles operate according to circadian rhythms. Regulated
by a biological clock, circadian rhythms are influenced by the cycles of
light and dark. Humans and nonhuman animals continue to show these
rhythms, however, even when removed from light cues.

Multiple brain regions are involved in producing and maintaining
circadian rhythms and sleep. For instance, information about light
detected by the eyes is sent to a small region of the hypothalamus called
the suprachiasmatic nucleus. This region then sends signals to a tiny
structure called the pineal gland (FIGURE 4.13). The pineal gland then
secretes melatonin, ahormone that travels through the bloodstream and
affects various receptors in the body, including the brain. Bright light
suppresses the production of melatonin, whereas darkness triggers its
release. Researchers have noted that taking melatonin can help people
cope with jet lag and shift work, both of which interfere with circadian
rhythms (Petrie, Dawson, Thompson, & Brook, 1993). Taking melato-
nin also appears to help people fall asleep (Ferracioli-Oda, Qawasmi, &
Bloch, 2013), although it is unclear why this happens.

The average person sleeps around 8 hours per night, but individuals differ tremen-
dously in the number of hours they sleep. Infants sleep much of the day. People tend
to sleep less as they age. Some adults report needing 9 or 10 hours of sleep a night to
feel rested, whereas others report needing only an hour or two a night. It might be that
your genes influence the amount of sleep you need, as researchers have identified a
gene that influences sleep (Koh et al., 2008). Called SLEEPLESS, this gene regulates a
protein that, like many anesthetics, reduces action potentials in the brain. Loss of this
protein leads to an 80 percent reduction in sleep.

People’s sleep habits can be quite extreme. When a 70-year-old retired nurse, Miss
M., reported sleeping only an hour a night, researchers were skeptical. On her first
two nights in a research laboratory, Miss M. was unable to sleep, apparently because
of the excitement. But on her third night, she slept for only 99 minutes, then awoke
refreshed, cheerful, and full of energy (Meddis, 1977). You might like the idea of sleep-
ing so little and having all those extra hours of spare time, but most of us do not func-
tion well with a lack of sleep. And as discussed in later chapters, sufficient sleep is
important for memory and good health and is often affected by psychological disor-
ders, such as depression.

nucleus

Sleep Is an Altered State of Consciousness

The difference between being awake and being asleep has as much to do with
conscious experience as with biological processes. When you sleep, your conscious
experience of the outside world is largely turned off. To some extent, however, you
remain aware of your surroundings and your brain still processes information. Your
mind is analyzing potential dangers, controlling body movements, and shifting body
parts to maximize comfort. For this reason, people who sleep next to children or to
pets tend not to roll over onto them. Nor do most people fall out of bed while sleep-
ing—inthis case, the brain is aware of at least the edges of the bed. (Because the ability
to not fall out of bed when asleep is learned or perhaps develops with age, infant cribs
have side rails and young children may need bed rails when they transition from crib
to bed.)

Before the development of objective methods to assess brain activity, most
people believed the brain went to sleep along with the rest of the body. In the 1920s,
researchers invented the electroencephalograph, or EEG. As discussed in Chapter 2,
this machine measures the brain’s electrical activity. When people are awake, they

B Suprachiasmatic

Hypothalamus Pineal gland

FIGURE 4.13

The Pineal Gland and the Sleep/
Wake Cycle

Changes in light register in the
suprachiasmatic nucleus of the
hypothalamus. In response, this
region signals the pineal gland when
the time for sleep or the time for
wakefulness has come.

circadian rhythms

Biological patterns that occur at
regular intervals as a function of time
of day.
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have many different sources of sensory activity. As a result, the
Alert wakefulness

A \ AR neuronsin their brains are extremely active. The EEG shows this

Beta waves activity as short, frequent, irregular brain signals known as beta
waves (shown in FIGURE 4.14). When people really focus their

Just before sleep

WMM'NWM*MWWWW attention on something or when they close their eyes and relax,
Al

Ipha waves brain activity slows and becomes more regular. This pattern

Stage 1 produces alpha waves.
Theta waves STAGES OF SLEEP As evidenced by changes in EEG read-
Stage 2 ings, sleep occurs in stages (see Figure 4.14). When you drift

off to sleep, you enter stage 1. Here, the EEG shows theta waves.
You can easily be aroused from stage 1, and if awakened, you will
probably deny that you were sleeping. In this light sleep, you
Stage 3/4 Slow-wave sleep might see fantastical images or geometric shapes. You might
have the sensation of falling or that your limbs are jerking. As you
progress to stage 2, your breathing becomes more regular, and
you become less sensitive to external stimulation. You are now
Delta waves really asleep. Although the EEG continues to show theta waves,
REM it also shows occasional bursts of activity called sleep spindles
and large waves called K-complexes. Some researchers believe
Bleia WEVES that these bursts are signals from brain mechanisms involved
with shutting out the external world and keeping people asleep
FIGURE 4.14 . (Steriade, 1992). Two findings indicate that the brain must work
Br.am Activity During Sleep to maintain sleep. First, abrupt noises can trigger K-complexes. Second, as people age
Using an EEG, researchers measured - . .
these examples of the patterns and sleep more lightly, their EEGs show fewer sleep spindles.
of electrical brain activity during The progression to deep sleep occurs through stages 3 and 4, which nowadays are
different stages of normal sleep. typically seen as one stage because their brain activity is nearly identical (Silber et al.,
2007). This period is marked by large, regular brain patterns called delta waves, and it
is often referred to as slow-wave sleep. People in slow-wave sleep are very hard to wake
and are often very disoriented when they do wake up. People still process some infor-
mation in slow-wave sleep, however, because the mind continues to evaluate the envi-
ronment for potential danger. For example, parents in slow-wave sleep can be aroused
by their children’s cries. Yet they can blissfully ignore sounds, such as sirens or traffic
noise, that are louder than the crying children but are not necessarily relevant.

Sleep spindle K-complex

REM SLEEP After about 90 minutes of sleep, the sleep cycle reverses, return-
ing to stage 1. At this point, the EEG suddenly shows a flurry of beta wave activity
that usually represents an awake, alert mind. The eyes dart back and forth rapidly
beneath closed eyelids. Because of these rapid eye movements, this stage is called
REM sleep. It is sometimes called paradoxical sleep because of the paradox of a
sleeping body with an active brain. Indeed, some neurons in the brain, especially in
the occipital cortex and brain stem regions, are more active during REM sleep than
during waking hours. But while the brain is active during REM episodes, most of
the body’s muscles are paralyzed. At the same time, the body shows signs of geni-
tal arousal: Most males of all ages develop erections, and most females of all ages
experience clitoral engorgement.

REM sleep is psychologically significant because of its relation to dreaming. About
80 percent of the time when people are awakened during REM sleep, they report
dreaming, compared with less than half of the time during non-REM sleep (Solms,

REM slee . .
P ) 2000). As discussed later, the dreams differ between these two types of sleep.
The stage of sleep marked by rapid . . , .
eye movements, dreaming, and Over the course of a typical night’s sleep, the cycle repeats about five times.
paralysis of motor systems. The sleeper progresses from slow-wave sleep through to REM sleep, then back to
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slow-wave sleep and through to REM sleep (FIGURE 4.15). As morning approaches,
the sleep cycle becomes shorter, and the sleeper spends relatively more time in REM
sleep. People briefly awaken many times during the night, but they do not remember
these awakenings in the morning. As people age, they sometimes have more difficulty
going back to sleep after awakening.

SLEEP DISORDERS Sleep problems are relatively common throughout life. Nearly
everyone occasionally has trouble falling asleep, but for some people the inability to
sleep causes significant problems in their daily lives. Insomnia is a sleep disorder in
which people’s mental health and ability to function are compromised by their inabil-
ity to sleep. Indeed, insomnia is associated with diminished psychological well-being,
including feelings of depression (Bootzin & Epstein, 2011; Hamilton et al., 2007).

An estimated 12 percent to 20 percent of adults have insomnia; it is more common
in women than in men and in older adults than in younger adults (Espie, 2002; Ram,
Seirawan, Kumar, & Clark, 2010). One factor that complicates the estimation of how
many people have insomnia is that many people who believe they are poor sleepers
overestimate how long it takes them to fall asleep and often underestimate how much
sleep they get on a typical night. For instance, some people experience pseudoinsom-
nia, in which they dream they are not sleeping. Their EEGs would indicate sleep. But
ifyou roused them, they would claim to have been awake.

Inanoddtwist, amajor cause of insomnia is worrying about sleep. When people expe-
rience this kind of insomnia, they may be tired enough to sleep. As they try to fall asleep,
however, they worry about whether they will get to sleep and may even panic about how
a lack of sleep will affect them. This anxiety leads to heightened arousal, which inter-
feres with normal sleep patterns. To overcome these effects, many people take sleeping
pills, which may work in the short run but can cause significant problems down the road.
People may come to depend on the pills to help them sleep. Then if they try to stop taking
the pills, they may lie awake wondering whether they can get to sleep on their own.

According to research, the most successful treatment for insomnia combines drug
therapy with cognitive-behavioral therapy (CBT, discussed in Chapter 15, “Treat-
ment of Psychological Disorders”). CBT helps people overcome their worries about
sleep and relieves the need for the drugs, which should be discontinued before the end
of therapy (Morin et al.,, 2009). Other factors that contribute to insomnia include poor
sleeping habits. Ways to improve sleeping habits are given in this chapter’s “Using
Psychology in Your Life” feature, “How Can I Get a Good Night's Sleep?” (p. 150).

Another fairly common sleeping problem is obstructive sleep apnea. While
asleep, a person with this disorder stops breathing for short periods. Basically, the

FIGURE 4.15

Stages of Sleep

This chart illustrates the normal
stages of sleep over the course of
the night.

insomnia

A disorder characterized by an
inability to sleep.

obstructive sleep apnea

A disorder in which a person, while
asleep, stops breathing because his
or her throat closes; the condition
results in frequent awakenings during
the night.
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FIGURE 4.16

Obstructive Sleep Apnea

This man suffers from obstructive
sleep apnea. Throughout the night, a
continuous positive airway pressure
(CPAP) device blows air into his nose
or mouth to keep his throat open.

narcolepsy

A sleep disorder in which people
experience excessive sleepiness
during normal waking hours,
sometimes going limp and collapsing.

sleeper’s throat closes during these periods. In struggling to breathe, the person
briefly awakens and gasps for air. Obstructive sleep apnea is most common among
middle-aged men and is often associated with obesity, although it is unclear if
obesity is the cause or consequence of apnea (Pack & Pien, 2011; Spurr, Graven,
& Gilbert, 2008). People with apnea are often unaware of their condition, since
the main symptom is loud snoring and they do not remember their frequent
awakenings during the night. Yet chronic apnea causes people to have poor sleep,
which is associated with daytime fatigue and even problems such as an inability
to concentrate while driving. Moreover, apnea is associated with cardiovascular
problems and stroke. For serious cases, physicians often prescribe a continuous
positive airway pressure (CPAP) device. During sleep, this device blows air into
the person’s nose or nose and mouth (FIGURE 4.16).

A student who falls asleep during a lecture is likely sleep deprived, but a professor
who falls asleep while lecturing is probably experiencing an episode of narcolepsy. In
thisrare disorder, excessive sleepiness occurs during normal waking hours. During an
episode of narcolepsy, a person may experience the muscle paralysis that accompa-
nies REM sleep, perhaps causing him or her to go limp and collapse. Obviously, people
with narcolepsy have to be very careful about the activities they engage in during the
day, as unexpectedly falling asleep can be dangerous or fatal, depending on the situa-
tion. Evidence suggests that narcolepsy is a genetic condition that affects the neural
transmission of a specific neurotransmitter in the hypothalamus (Chabas, Taheri,
Renier, & Mignot, 2003; Nishino, 2007). The most widely used treatments for this
condition are drugs that act as stimulants. Some researchers have found evidence,
however, that narcolepsy may be an autoimmune disorder and that treating it as such
(using the protein immunoglobulin) produces excellent results (Cvetkovic-Lopes
etal.,, 2010; Mahlios, De la Herran-Arita, & Mignot, 2013).

REM behavior disorder is roughly the opposite of narcolepsy. In this condition,
the normal paralysis that accompanies REM sleep is disabled. Sufferers act out their
dreams while sleeping, often striking their sleeping partners. No treatment exists for
this rare sleep disorder. The condition is caused by a neurological deficit and is most
often seen in elderly males.

By contrast, sleepwalking is most common among young children. Technically called
somnambulism, this relatively common behavior occurs during slow-wave sleep, typically
within the firsthour or two after falling asleep. During an episode, the personis glassy-eyed
and seems disconnected from other people and/or the surroundings. No harm is done if
the sleepwalker wakes up during the episode. Being gently walked back to bed is safer for
the sleepwalker than leaving the person to wander around and potentially get hurt.

Sleep Is an Adaptive Behavior

Interms of adaptiveness, sleep might seem illogical. Tuning out the external world
during sleep can be dangerous and thus a threat to survival. Beyond that, humans
might have advanced themselves in countless ways if they had used all their time
productively rather than wasting it by sleeping. But we cannot override indefi-
nitely the desire to sleep. Eventually, our bodies shut down and we sleep whether
we want to or not.

Why do we sleep? Some animals, such as some frogs, never exhibit a state that can
be considered sleep (Siegel, 2008). Most animals sleep, however, even if they have
peculiar sleeping styles. (For example, some dolphin species have unihemispherical
sleep, in which the cerebral hemispheres take turns sleeping.) Sleep must serve an
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important biological purpose. Research suggests sleep is adaptive for three functions:
restoration, following of circadian rhythms, and facilitation of learning.

RESTORATION AND SLEEP DEPRIVATION According to the restorative theory,
sleep allows the body, including the brain, to rest and repair itself. Various kinds
of evidence support this theory: After people engage in vigorous physical activ-
ity, such as running a marathon, they generally sleep longer than usual. Growth
hormone, released primarily during deep sleep, facilitates the repair of damaged
tissue. Sleep apparently enables the brain to replenish energy stores and also
strengthens the immune system (Hobson, 1999). More recently, researchers have
demonstrated that sleep may help the brain clear out metabolic by-products of
neural activity, just as a janitor takes out the trash (Xie et al., 2013). Neural activ-
ity creates by-products that can be toxic if they build up. These by-products are
removed in the interstitial space—a small fluid-filled space between the cells of the
brain. During sleep, a 60 percent increase in this space permits efficient removal of
the debris that has accumulated while the person is awake.

Numerous laboratory studies have examined sleep deprivation’s effects on physi-
cal and cognitive performance. Surprisingly, most studies find that two or three days
of sleep deprivation have little effect on strength, athletic ability, or the performance
of complex tasks. When deprived of sleep, however, people find it difficult to perform
quiet tasks, such as reading. They find it nearly impossible to perform boring or
mundane tasks.

A long period of sleep deprivation causes mood problems and decreases cogni-
tive performance. People who suffer from chronic sleep deprivation may experi-
ence attention lapses and reduced short-term memory, perhaps in part because
of the accumulation of metabolic by-products of neural activity (Kuchibhotla
etal., 2008). Studies using rats have found that extended sleep deprivation compro-
mises the immune system and leads to death. Sleep deprivation is also dangerous
and potentially disastrous because it makes people prone to microsleeps, in which
they fall asleep during the day for periods ranging from a few seconds to a minute
(Coren, 1996).

Sleep deprivation might serve one very useful purpose: When people are suffer-
ing from depression, depriving them of sleep sometimes alleviates their depression.
This effect appears to occur because sleep deprivation leads to increased activation
of serotonin receptors, as do drugs used to treat depression (Benedetti et al., 1999;
the treatment of depression is discussed in Chapter 15, “Treatment of Psychological
Disorders”). For people who are not suffering from depression, however, sleep depri-
vation is more likely to produce negative moods than positive ones.

CIRCADIAN RHYTHMS The circadian rhythm theory proposes that sleep has
evolved to keep animals quiet and inactive during times of the day when there is
greatest danger, usually when it is dark. According to this theory, animals need only
a limited amount of time each day to accomplish the necessities of survival, and it
is adaptive for them to spend the remainder of the time inactive, preferably hidden.
Thus, an animal’s typical amount of sleep depends on how much time that animal
needs to obtain food, how easily it can hide, and how vulnerable it is to attack. Small
animals tend to sleep alot. Large animals vulnerable to attack, such as cows and deer,
sleep little. Large predatory animals that are not vulnerable sleep a lot (FIGURE 4.17).
We humans depend greatly on vision for survival. We are adapted to sleeping at night
because our early ancestors were more at risk in the dark.

FIGURE 4.17

Sleeping Predator

After a fresh kill, a lion may sleep
for days.
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CHAPTER 4

ollege students are incredibly busy.

They juggle their academic work with
extracurricular activities, jobs, volunteer
positions, social calendars, and family
commitments. Obligations seemingly
expand beyond the available hours in
a day. Not surprisingly, when it comes
time to go to bed, racing thoughts can
make it difficult to fall asleep. Over time,
however, sleep deprivation poses risks to
mind, body, and spirit. Thankfully, four
simple “sleep hygiene" strategies can
set you up for sleep success:

1. Plan. Create a weekly calendar. Use it
to schedule your classes, study time,
social time, exercise, down time, and so
on. Honestly estimate the amount of
time it will take you to complete tasks.
Schedule sufficient time for each task
in your calendar.

2. Know your priorities. There will be
occasions when your schedule simply
cannot accommodate all the to-dos.
When you are so pressed for time, you
will need to make decisions about what
to cut. Knowing your priorities can help
you make those decisions. If doing well
on your biology exam is a top priority,
consider skipping the party that week-
end. Yes, your decision will have conse-
guences (you might miss your friend's
crazy antics), but knowing your priori-
ties will make it easier to accept those
consequences.

3. Stick to the plan. Procrastination can
wreak havoc on your sleep. If you find
yourself procrastinating on important
tasks, consider working with a mental
health practitioner to figure out why
you procrastinate and how you might
overcome this tendency.

4. Practice saying no. College is a great
time to explore the activities available
0N your campus or in your community,
but exploring all those options simul-
taneously is a recipe for disaster. Be
selective.

Of course, sometimes sleep may elude
you. Even when you long for sleep as you
lie in bed, you may find yourself dog-tired
but unable to doze off. In such cases, the
strategies described below might help
you develop better sleep:

1. Establish a routine to help set your
biological clock. Every day (including
weekends), go to bed at the same time
and wake up at the same time. Chang-
ing the time you go to bed or wake up
each day alters your regular nightly
sleep cycle and can disrupt other phys-
iological systems.

2. Avoid alcohol and caffeine just
before going to bed. Alcohol might
help you get to sleep more quickly, but
it will interfere with your sleep cycle
and may cause you to wake up early
the next day. Caffeine is a stimulant: It

FACILITATION OF LEARNING Scientists have found that neural connec-
tions made during the day, which serve as the basis of learning, are strengthened
during sleep (Wilson & McNaughton, 1994). When research participants sleep
after learning, their recall is better than in control conditions where participants
remain awake (Drosopoulos, Schulze, Fischer, & Born, 2007). Robert Stickgold and
colleagues (2000) conducted a study in which participants had to learn a complex
task. After finding that participants improved at the task only if they had slept for
at least 6 hours following training, the researchers argued that learning the task
required neural changes that normally occur only during sleep. Both slow-wave
sleep and REM sleep appear to be important for learning to take place. People who
dream about the task while sleeping may be especially likely to perform better. In
one study, participants learned how to run a complex maze. Those who then slept for
90 minutes performed better on the maze than the sleepless competitors. Those who
dreamed about the maze, however, performed the best (Wamsley, Tucker, Payne,
Benavides, & Stickgold, 2010).
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(b)

interferes with a chemical (adenos-
ine) that helps you sleep, so it will
prevent you from falling asleep.

3. Exercise reqularly. Regular exer-
cise will help maintain your sleep
cycle. Exercising creates arousal
that interferes with sleep, however,
so do not exercise right before
going to bed. But a little stretching
before bedtime can help your mind
and body relax.

4. Remember, your bed is for sleep-
ing. Most of us do not sleep in our
kitchens, nor should we eat in our
beds. Or watch TV. Or study. Your
mind needs to associate your bed
with sleeping. The best way to make FIGURE 4.18 One Strategy for Better Sleep
that association is to use your bed (a) When you cannot fall asleep, do not stay in bed. (b) Instead, get up and do something

else, especially something relaxing, such as reading and drinking a cup of warm milk or

(uncaffeinated) herbal tea.

exclusively for sleeping. And maybe
a little cuddling.

5. Relax. Do not worry about the future

(easier said than done, right?). Have start feeling sleepy a bit later, crawl or both will make the next night's
a warm bath or listen to soothing back into bed and give sleep another sleep more difficult.
music. Download a couple of medi- try.

The sleep attitudes and habits you

7. Do not try to catch up on sleep. establish during college will be with
When vyou have trouble falling you for the rest of your life. Be good to
asleep on a particular night, do not yourself. Set yourself up for academic
try to make up for the lost sleep success, as well as physical and mental

tation and relaxation podcasts. Use
the techniques presented in them to
help you deal with chronic stress and
guide you to restfulness.

6. Get up. When you cannot fall asleep, by sleeping late the next morning health, by prioritizing good sleep and
get up and do something else. Do not or napping during the day. Those  taking charge of your sleep.
lie there trying to force sleep (we all zzzz's are gone. You want to be For additional resources, visit the
know how well that works, or rather sleepy when you go to bed the National Sleep Foundation’'s Web site:
does not work; FIGURE 4.18). If you next night. Sleeping late, napping, www.sleepfoundation.org/

Indeed, there is some evidence that when students study more, such as during
exam periods, they experience more REM sleep—that is, if they sleep and do not
pull all-nighters—and during this sleep, a greater mental consolidation of informa-
tion might be expected to take place (Smith & Lapp, 1991). The argument that sleep,
especially REM sleep, promotes the development of brain circuits for learning is also
supported by the changes in sleep patterns that occur over the life course. Infants and
the very young, who learn an incredible amount in a few years, sleep the most and also
spend the most time in REM sleep.

Findingslinking sleep to learning should give caution to students whose main style
of studying is the all-nighter. In one recent study, students who were sleep deprived
for one night showed reduced activity the next day in the hippocampus, a brain area
essential for memory (Yoo, Hu, Gujar, Jolesz, & Walker, 2007). These sleep-deprived
students also showed poorer memory at subsequent testing. According to the investi-
gators, there is substantial evidence that sleep does more than consolidate memories.
Sleep also seems to prepare the brain for its memory needs for the next day.
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dreams

Products of an altered state of
consciousness in which images and
fantasies are confused with reality.

People Dream While Sleeping

Because dreams are the products of an altered state of consciousness, dreaming is
one of life’s great mysteries. Indeed, no one knows if dreaming serves any biological
function. Why does the sleeper’s mind conjure up images, fantasies, stories that make
little sense, and scenes that ignore physical laws and rules of both time and space?
Why does the mind then confuse these conjurings with reality? Why does it some-
times allow them to scare the dreamer awake? Usually, only when people wake up
do they realize they have been dreaming. Of course, dreams sometimes incorporate
external sounds or other sensory experiences, but this happens without the type of
consciousness experienced during wakefulness.

Although some people report that they do not

l remember their dreams, everyone dreams unless a

particular kind of brain injury or a particular kind
of medication interferes. In fact, the average person

spends six years of his or her life dreaming. If you
want to remember your dreams better, you can teach

yourself to do so: Keep a pen and paper or a voice
recorder next to your bed so you can record your
dreams as soon as you wake up. If you wait, you are
likely to forget most of them.

_ yod ;h REM DREAMS AND NON-REM DREAMS Dreams
\.'-_ | \ ] occur in REM and non-REM sleep, but the dreams’
: PN contents differ in the two types of sleep. REM dreams

“Look, don't try to weasel out of this. It was my dream, are more likely to be bizarre. They may involve

but you had the affair init.”

intense emotions, visual and auditory hallucina-
tions (but rarely taste, smell, or pain), and an uncritical acceptance of illogical events.
Non-REM dreams are often very dull. They may concern mundane activities such as
deciding what clothes to wear or taking notes in class.

The activation and deactivation of different brain regions during REM and non-
REM sleepmay beresponsibleforthe differenttypes of dreams. Duringnon-REM sleep,
there is general deactivation of many brain regions; during REM sleep, some areas of
the brain show increased activity, whereas others show decreased activity (Hobson,
2009). The contents of REM dreams result from the activation of brain structures
associated with motivation, emotion, and reward (e.g., the amygdala); the activation of
visual association areas; and the deactivation of various parts of the prefrontal cortex
(Schwartz & Maquet, 2002; FIGURE 4.19). As discussed in Chapter 3, the prefrontal
cortex is indispensable for self-awareness, reflective thought, and conscious input
from the external world. Because this brain region is deactivated during REM dreams,
the brain’s emotion centers and visual association areas interact without rational
thought. Note, however, that REM and dreaming appear to be controlled by different
neural signals (Solms, 2000). In other words, REM does not produce the dream state.
REM is simply linked with the contents of dreams.

WHAT DO DREAMS MEAN? Sleep researchers are still speculating about the
meaning of dreams. Sigmund Freud published one of the first theories in his book
The Interpretation of Dreams (1900). Freud speculated that dreams contain hidden
content that represents unconscious conflicts within the mind of the dreamer. The
manifest content is the dream the way the dreamer remembers it. The latent content
is what the dream symbolizes; it is the material disguised to protect the dreamer
from confronting a conflict directly. Virtually no support exists for Freud’s ideas that
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FIGURE 4.19

Brain Regions and REM Dreams

These two views of the brain show the regions that are activated (shown in red) and deactivated
(shown in blue) during REM sleep. (a) As seen here from the side, the motor cortex, the brain stem,
and visual association areas are activated, as are brain regions involved in motivation, emotion, and
reward (e.g., the amygdala). The prefrontal cortex is deactivated. (b) As shown here from below,
other visual association areas are activated as well. (This view also reveals the full size of the
prefrontal cortex.)

dreams represent hidden conflicts and that objects in dreams have special symbolic
meanings. Daily life experiences do, however, influence the contents of dreams. For
example, you may be especially likely to have dreams with anxious content while
studying for exams.

Although most people think their dreams are uniquely their own, many common
themes occur in dreams. Have you ever dreamed about showing up unprepared for
an exam or finding that you are taking the wrong test? Many people in college have
dreams like these. Even after you graduate and no longer take exams routinely, you
probably will have similar dreams about being unprepared. Retired instructors some-
times dream about being unprepared to teach classes!

ACTIVATION-SYNTHESIS THEORY The sleep researchers John Alan Hobson
and Robert McCarley (1977) proposed the activation-synthesis theory, which has
dominated scientific thinking about dreaming. Hobson and McCarley theorized that
random brain activity occurs during sleep and that this neural firing can activate
mechanisms that normally interpret sensory input. The sleeping mind tries to make
sense of the resulting sensory activity by synthesizing it with stored memories. From
this perspective, dreams are the side effects of mental processes produced by random
neural firing.

In 2000, Hobson and his colleagues revised the activation-synthesis theory to take
into account recent findings in cognitive neuroscience. For instance, they included
activation of the limbic regions, associated with emotion and motivation, as the
source of dreams’ emotional content. They also proposed, as mentioned earlier,
that deactivation of the prefrontal cortex contributes to the delusional and illogical
aspects of dreams.

activation-synthesis theory

A theory of dreaming; this theory
proposes that the brain tries to make
sense of random brain activity that
occurs during sleep by synthesizing
the activity with stored memories.
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Critics of Hobson’s theory argue that dreams are seldom as chaotic as might be
expected if they were based on random brain activity (Domhoff, 2003). Indeed, the
conscious experience of most dreams is fairly similar to waking life, albeit with some
intriguing differences. The differences include a lack of self-awareness, reduced
attention and voluntary control, increased emotionality, and poor memory (Nir &
Tononi, 2010).

Meanwhile, the “mind-reading” methods described earlier in this chapter are
being used to try to decode the content of dreams. Researchers had people sleep in the
brain imaging machine, awakened them numerous times, and asked them what they
were dreaming about (Horikawa, Tmaki, Miyawaki, & Kamitani, 2013). They then
examined whether the brain activity that occurred just before the dream report was
similar to how the brain responded when the participants were presented with vari-
ous related images in a later imaging study. The researchers showed items that had
appeared in many of the dream reports (e.g., person, house, car). They found that the
brain activity associated with the content of the dream was similar to brain activity
observed when people were looking at the related pictures. One day, it may be possible
to know what people are dreaming about simply by recording their brain activity.

Summing Up
What Is Sleep?

= Most animals experience sleep. In this altered state of consciousness, the sleeper loses
substantial contact with the external world.

= Sleep is characterized by five stages: 1, 2, 3, 4, and REM. Stages of sleep are associated with
unique patterns of electrical activity in the brain, as reflected in EEG readings.

= |nsomnia (inability to sleep), sleep apnea (interruptions in breathing), and narcolepsy
(unexpectedly falling asleep) are common sleep disorders.

= Why animals sleep remains unknown. Sleep may serve a restorative function by helping the
brain recover from its metabolic activity during the day. Sleep deprivation causes decreases
in cognitive function, and it can induce illness and even death if prolonged. Sleep also
facilitates learning.

® Dreams occur in both REM sleep and non-REM sleep, but the content of dreams differs
between these two types. Non-REM dreams tend to be very realistic, whereas REM dreams
tend to be more bizarre. The differences between REM and non-REM dreams may be due to
the activation and deactivation of different brain structures during these types of sleep.

® |t is not clear why people dream. Freud's controversial theory of dreaming suggests that the
symbolic images in dreams help us resolve unconscious conflicts. Hobson and McCarley's
activation-synthesis theory suggests that dreams result from neural activation produced
during REM sleep. Other researchers point out that the content of dreams has many
similarities to waking cognition.

Measuring Up

1. When people sleep:

a. the brain shuts down so it can rest and cannot process information from the outside
world.

b. brain activity goes through several cycles of different stages, and different stages have
their own characteristic patterns of brain waves.

c. the brain goes into a random pattern of firing that causes dreaming; dreaming is the
left hemisphere interpreter making sense of brain activity.

d. Sleep cycles get longer and REM episodes get shorter as the night progresses.
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2. Which of the following is a major hypothesis theory of why we dream?

Dreams get rid of excessive energy that accumulates throughout the day.
Dreams are a way of making sense of neural firing patterns.

Dreams help us forget information we no longer need to remember.
Dreams restore natural brain waves to their original state.
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4.3 WhatlIs Altered
Consciousness?

A person’s consciousness varies naturally over the course of the day. Often this varia-
tion is due to the person’s actions. Watching television might encourage zoning out,
whereas learning to play a piece on the piano might focus attention. The following
sections discuss three ways of altering consciousness: hypnosis, meditation, and
immersion in an action.

Hypnosis Is Induced Through Suggestion

“You are getting sleeeeeeepy. Your eyelids are drooping. ... Your arms and legs feel very
heavy.” Your eyelids really are drooping. You are fully relaxed. You hear, “You want to
bark like a dog,” and the next thing you know, you are bow-wowing at the moon. In
this way, stage performers or magicians sometimes hypnotize audience members and
instruct them to perform silly behaviors. Has the hypnotist presented a real change
in mental state or just good theater? Would you really sit up on stage and start bow-
wowing on command? What exactly is hypnosis?

Hypnosis is a social interaction during which a person, responding to suggestions,
experiences changes in memory, perception, and/or voluntary action (Kihlstrom,
1985; Kihlstrom & Eich, 1994). Psychologists generally agree that hypnosis affects
some people, but they do not agree on whether it produces a genuinely altered state of
consciousness (Jamieson, 2007).

During a hypnotic induction, the hypnotist makes a series of suggestions to at
least one person (FIGURE 4.20). As the listener falls more deeply into the hypnotic
state, the hypnotist makes more suggestions. If everything goes according to plan, the
listener follows all the suggestions as though they are true.

Sometimes the hypnotist suggests that, after the hypnosis session, the listener will
experience a change in memory, perception, or voluntary action. Such a posthypnotic
suggestion is usually accompanied by the instruction to not remember the sugges-
tion. For example, a stage performer or magician serving as a hypnotist might suggest,
much to the delight of the audience, “When I say the word dog, you will stand up and
bark like a dog. You will not remember this suggestion.” Therapists sometimes hypno-
tize patients and give them posthypnotic suggestions to help them diet or quit smok-
ing, but evidence suggests that hypnosis has quite modest effects on these behaviors
(Barnes et al., 2010; Wadden & Anderton, 1982). Evidence clearly indicates, however,
that posthypnotic suggestions can at least subtly influence behaviors.

Consider a study of moral judgment conducted by Thalia Wheatley and Jonathan
Haidt (2005). Participants in this study received a posthypnotic suggestion to feel a
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Learning
Objectives

= Compare and contrast the
theories of hypnosis.

= Discuss the effects of
meditation on consciousness.

= Define the concept of “flow.”

hypnosis

A social interaction during which a
person, responding to suggestions,
experiences changes in memory,
perception, and/or voluntary action.

FIGURE 4.20

Hypnosis

Are hypnotized people merely playing
a part suggested to them by the
hypnotist?




pang of disgust whenever they read a certain word. The word itself was neutral (e.g.,
the word often). Subsequently, participants made more-severe moral judgments
when reading stories that included the word, even when the stories were innocu-
ous. Like split-brain patients, the participants were surprised by their reactions and
sometimes made up justifications to explain their harsh ratings, such as saying that
the lead character seemed “up to something.” This result suggests that the left hemi-
sphere interpreter might be involved in people’s understanding their own behavior
when that behavior results from posthypnotic suggestion or another unconscious
influence. (The interpreter is discussed in this chapter’s “What to Believe? Using
Psychological Reasoning” feature, “After-the-Fact Explanations: How Do We Inter-
pret Our Behavior,” on p. 142.)

Many people cannot be hypnotized. Hypnosis works primarily on those who score
high on standardized tests for hypnotic suggestibility (Kallio & Revonsuo, 2003).
Researchers have a hard time identifying the personality characteristics of the highly
suggestible. Suggestibility seems related less to obvious traits such as intelligence and
gullibility than to the tendenciesto get absorbed in activities easily, to not be distracted
easily, and to have a rich imagination (Balthazard & Woody, 1992; Crawford, Corby, &
Kopell, 1996; Silva & Kirsch, 1992). Even with these tendencies, a person who dislikes
the idea of being hypnotized or finds it frightening would likely not be hypnotized
easily. To be hypnotized, a person must willingly go along with the hypnotist’s sugges-
tions. No evidence indicates that people will do things under hypnosis that they find
immoral or otherwise objectionable.

THEORIES OF HYPNOSIS Some psychologists believe that a person under hypno-
sis essentially plays the role of a hypnotized person. That person is not faking hypno-
sis. Rather, he or she acts the part as if in a play, willing to perform actions called for
by the “director,” the hypnotist. According to this sociocognitive theory of hypnosis,
hypnotized people behave as they expect hypnotized people to behave, even if those
expectations are faulty (Kirsch & Lynn, 1995; Spanos & Coe, 1992). Alternatively, the
neodissociation theory of hypnosis acknowledges the importance of social context to
hypnosis, but it views the hypnotic state as an altered state (Hilgard, 1973). Accord-
ing to this theory, hypnosis is a trancelike state in which

red blue green red blue

red Dblue conscious awareness is separated, or dissociated, from other
aspects of consciousness (Gruzelier, 2000).

blue red green red blue green red It seems unlikely that a person could alter his or her brain
activity to please a hypnotist, even if that hypnotist is a

yellow blue red blue yellow green y i p yP ) .yp ]
psychological researcher, and numerous brain imaging stud-

green yellow yellow blue red green ies have supported the dissociation theory of hypnosis (Rain-

FIGURE 4.21

The Stroop Test

This test involves naming the color

in which a color’s name is printed.
Here, for example, each color name is
printed in red, blue, green, and yellow
ink. Most people take longer to name
the ink color when it differs from the
color name (bottom two rows) than
when it matches the color name (top
two rows). According to the Stroop
effect, named after the psychologist
John Ridley Stroop, the tendency to
automatically read the word interferes
with the process of naming the color.

ville, Hofbauer, Bushnell, Duncan, & Price, 2002). In one of
the earliest such studies, Stephen Kosslyn and colleagues (2000) demonstrated that
when hypnotized participants were asked to imagine black-and-white objects as
having color, they showed activity in visual cortex regions involved in color percep-
tion. Hypnotized participants asked to drain color from colored images showed
diminished activity in those same brain regions. This activity pattern did not occur
when participants were not hypnotized. These results suggest that the brain follows
hypnotic suggestions.

Another study used the Stroop test, which is explained in FIGURE 4.21. Participants
took the test having received the posthypnotic suggestion that they would be look-
ing at meaningless symbols instead of words. The participants apparently followed
that suggestion and therefore did not show the standard interference of the Stroop
effect, which is believed to result from automatic cognitive processes that cannot
be controlled (Raz, Shapiro, Fan, & Posner, 2002). In a subsequent imaging study,
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the same researchers found that their suggestion to view
the words as meaningless was associated with less activ-
ity in brain regions typically activated when people read or
perform the Stroop test. Thus, these participants seem to
have perceived the stimuli as nonwords. This alteration of
brain activity would be hard for people to accomplish just
to please a hypnotist—or a researcher (Raz, Fan, & Posner,
2005).

HYPNOSIS FOR PAIN One of the most powerful uses of
hypnosis is hypnotic analgesia, a form of pain reduction.
Laboratory research has demonstrated that this technique
works reliably (Hilgard & Hilgard, 1975; Nash & Barnier,
2008). For instance, a person who plunges one of his or her
arms into extremely cold water will feel great pain, and the
pain will intensify over time. On average, a person can leave
the arm in the water for only about 30 seconds, but a person
given hypnotic analgesia can hold out longer. As you might
expect, people high in suggestibility who are given hypnotic
analgesia can tolerate the cold water the longest (Montgomery, DuHamel, & Redd,
2000).

There is overwhelming evidence that in clinical settings, hypnosis is effective in
dealing with immediate pain (e.g., during surgery, undergoing dental work, recover-
ing from burns) and chronic pain (e.g., from arthritis, cancer, diabetes; Patterson &
Jensen, 2003). A patient can also be taught self-hypnosis to improve recovery from
surgery (FIGURE 4.22). Hypnosis may work more by changing the patient’s interpre-
tation of pain than by diminishing pain. That is, the patient feels the sensations asso-
ciated with pain but feels detached from those sensations (Price, Harkins, & Baker,
1987). An imaging study confirmed this pattern by showing that while hypnosis does
not affect the sensory processing of pain, it reduces brain activity in regions that
process the emotional aspects of pain (Rainville, Duncan, Price, Carrier, & Bushnell,
1997).Findings such as these provide considerable support for the dissociation theory
of hypnosis. It seems implausible that either expectations about hypnosis or social
pressure not to feel pain could explain how people given hypnotic analgesia are able
to undergo painful surgery and not feel it. Nor does it seem likely that either expecta-
tions about hypnosis or social pressure not to feel pain could result in the changes in
brain activity seen during hypnotic analgesia.

Meditation Produces Relaxation

Meditation is a mental procedure that focuses attention on an external object or on
a sense of awareness. Through intense contemplation, the meditator develops a
deep sense of tranquillity. There are two general forms of meditation. In concentra-
tive meditation, you focus attention on one thing, such as your breathing pattern, a
mental image, or a specific phrase (sometimes called a mantra). In mindfulness medi-
tation, you let your thoughts flow freely, paying attention to them but trying not to
react to them. You hear the contents of your inner voice, but you allow them to flow
from one topic to the next without examining their meaning or reacting to them in
any way. Why not take a break from reading and try one of these methods for at least
20 minutes (FIGURE 4.23)?

Different forms of meditation are popular in many Eastern religions, including
Hinduism, Buddhism, and Sikhism. Religious forms of meditation are meant to bring
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FIGURE 4.22

Self-Hypnosis

This advertisement promotes one way
that patients can learn self-hypnosis.

meditation

A mental procedure that focuses
attention on an external object or on a
sense of awareness.

FIGURE 4.23

Meditation

To practice concentrative meditation,
focus your attention on your
breathing pattern, in and out. To
practice mindfulness meditation, let
your thoughts flow freely without
reacting to them.
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FIGURE 4.24

The Brain on Meditation

In these fMRI scans, the circles
indicate brain areas that typically
show less activity when people are
sad. After control subjects watched
sad clips from movies, these areas
of their brains were less active, as
expected. However, in the brains of
participants who had received eight
weeks of meditation training, these
areas remained active, indicating that
these participants felt less sadness.

spiritual enlightenment. Most forms of meditation popular in the West are meant to
expand the mind, bring about feelings of inner peace, and help people deal with the
tensions and stresses in their lives. These methods include Zen, yoga, and transcen-
dental meditation (TM), perhaps the best-known meditation procedure.

TM involves meditating with great concentration for 20 minutes twice a day. Many
early studies found a number of benefits from TM, including lower blood pressure,
fewer reports of stress, and changes in the hormonal responses underlying stress.
These studies have been criticized, however, because they had small samples and
lacked appropriate control groups. In a more rigorous recent study, a large number
of heart patients were randomly assigned to TM or an educational program. After
16 weeks, the patients performing TM improved more than the control group on a
number of health measures, including blood pressure and cholesterol level (Paul-
Labrador et al., 2006). Unfortunately, this study does not show which aspects of TM
produced the health benefits. Was it simply relaxing, or was it the altered state of
consciousness? (As discussed in Chapter 11, reducing stress, no matter how it is done,
yields substantial health benefits.)

Psychologists also study how meditation affects cognitive processing and brain
function (Cahn & Polich, 2006). In one study, participants were assigned randomly
to five days of either intensive meditation training or relaxation training. Those
who underwent the meditation training showed greater stress reduction and more
significant improvement in attention than did the group that underwent relaxation
training (Tang et al., 2007). When participants in another study were made to feel
sad, those who had received meditation training felt less sad than those in a control
group who did not receive meditation training (Farb et al., 2010; FIGURE 4.24).
Some researchers argue thatlong-term meditation brings about structural changes
in the brain that help maintain brain function over the life span. For instance, the
volume of gray matter typically diminishes with age. One study found that this
volume did not diminish in older adults who practiced Zen meditation (Pagnoni &
Cekic, 2007). This finding suggests that Zen meditation might help preserve cogni-
tive functioning as people age. As you know from reading Chapter 2, however,
correlation is not causation. People who meditate may differ substantially from
people who do not, especially in terms of lifestyle choices such as diet and a will-
ingness to take care of their health. Careful empirical research using the methods
of psychological science should contribute significantly to our understanding of
meditation’s effects.

People Can Lose Themselves in Activities

When a person performs an automatic task, such as riding a bicycle, that person’s
conscious thoughts might not include the process of riding. Instead, the rider’s brain
shifts to “autopilot” and automatically goes through the motor-actions. During most
of our daily activities, of course, we are consciously aware of only a small portion of
both our thoughts and our behaviors.

EXERCISE, RELIGIOUS PRAYER, AND FLOW Why do many people listen to
music while exercising? In offering a distraction from physical exertion, music can
bring about an energizing shift in consciousness. Many people have had a similar
but more extreme experience during exercise. One minute they are in pain and feel-
ing fatigued, and the next minute they are euphoric and feeling a glorious release of
energy. Commonly known as runner’s high, this state is partially mediated by physi-
ological processes (especially endorphin release; see Chapter 3, “Biology and Behav-
ior”). It also occurs because of a shift in consciousness.
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Shifts in consciousness that are similar to runner’s high occur at other moments
in our lives. Religious ceremonies often decrease awareness of the external world
and create feelings of euphoria, or religious ecstasy. Indeed, such rituals often involve
chanting, dancing, and/or other behaviors as a way for people to lose themselves. Like
meditation, religious ecstasy directs attention away from the self. In this way, it allows
aperson to focus on his or her spiritual awareness (FIGURE 4.25).

One psychological theory about such peak experiences is based on the concept of
flow. Flow is “a particular kind of experience that is so engrossing and enjoyable [that
it is] worth doing for its own sake even though it may have no consequence outside
itself” (Csikszentmihalyi, 1999, p. 824). That is, a person might perform a particular
task out of fascination with it rather than out of a desire for a reward. Flow is an opti-
mal experience in that the activity is completely absorbing and completely satisfying.
The person experiencing flow loses track of time, forgets about his or her problems,
and fails to notice other things going on (Csikszentmihalyi, 1990). The person’s skills
are well matched with the task’s demands; the situation is less like bicycle riding,
where much of the work happens automatically, than like rock climbing, where every
thought is on the next step and is concrete, not deep and abstract (Leary, 2004). Flow
experiences have been reported during many activities, including playing music
(O’Neil, 1999) or amoderately challenging version of the computer game Tetris (Keller
& Bless, 2008), participating in sports (Jackson, Thomas, Marsh, & Smethurst, 2001),
and simply doing satisfying jobs (Demerouti, 2006). In the view of the psychologist
Mihaly Csikszentmihalyi (1999), flow experiences bring personal fulfillment and
make life worth living.

ESCAPING THE SELF Conscious thoughts can be dominated by worries, frustra-
tions, and feelings of personal failure. Sometimes people get tired of dealing with
life’s problems and try to make themselves feel better through escapist pursuits.
Potential flow activities such as sports or work may help people escape thinking
about their problems, but people engage in such activities mainly to feel person-
ally fulfilled. The difference is between escaping and engaging. Sometimes people
choose to escape the self rather than engage with life: To forget their troubles, they
drink alcohol, take drugs, play video games, watch television, surfthe Web, text, and
so on. The selective appeal of escapist entertainment is that it distracts people from
reflecting on their problems or their failures, thereby helping them avoid feeling bad
about themselves.

Some escapist activities, such as running or reading, tend to have positive effects.
Others tend to be relatively harmless distractions. Still others tend to come at great
personal expense. For example, people obsessively playing online games such as
World of Warcraft have lost their jobs and their marriages (FIGURE 4.26). They have
even taken the lives of their offspring: In South Korea in 2010, Kim Jae-beom and his
common-law wife, Kim Yun-jeong, neglected their 3-month-old daughter to the point
that she died of starvation. The couple reportedly spent every night raising a virtual
daughter as part of a role-playing game they engaged in at an Internet café.

Some ways of escaping the self can also be associated with self-destructive behav-
iors, such as binge eating, unsafe sex, and, at the extreme, suicide. According to the
social psychologist Roy Baumeister (1991), people use such behaviors because,
to escape their problems, they seek to reduce self-awareness. The state of being in
lowered self-awareness may reduce long-term planning, reduce meaningful thinking,
and help bring about uninhibited actions. Chapter 12 further discusses the connec-
tions between behavior and self-awareness. The next section of this chapter looks at
a common way people try to escape their problems—namely, using drugs or alcohol to
alter consciousness.
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FIGURE 4.25

Religious Ecstasy

During a service at an evangelical
church in Toronto, a man is overcome
with religious ecstasy. According

to the photographer, the man was
speaking in tongues (a form of prayer
that involves uttering unintelligible
sounds).

FIGURE 4.26

Escapist Entertainment

Simple entertainment, such as playing
video games, may have benefits.
When such activity veers toward
obsession, it may have negative
effects.




Summing Up

What Is Altered Consciousness?

m Altered states of consciousness may be achieved through hypnosis, meditation, and
immersion in activities.

= Some people are more susceptible to hypnosis than others. Many people cannot be hypnotized.

= Hypnotic and posthypnotic suggestions can alter how people react, even though they are not
aware that a suggestion was given.

= Hypnosis can be used to control pain.

m Patterns of brain activity suggest that individuals who are hypnotized show activation in
brain areas associated with the hypnotic suggestion.

= Concentrative and mindfulness meditation may contribute to improved health.

= Flow is an altered state of consciousness that results from engaging in a task that is deeply
absorbing, requires extreme physical exertion, or produces a profound religious experience.

= Altering consciousness by escaping the self can have benefits. Taken to extremes, such
activity can have devastating consequences.

Measuring Up

Mark each statement below with a T if it is true and an F if it is false.

a. Participants under hypnosis who were told that they would not see real words
did not show the Stroop effect.

b. Brain imaging showed that hypnotized subjects really were asleep.

c. Brain imaging showed that hypnosis changes brain activity in ways that do not
support the idea that people are simply role playing.

d. People who are hypnotized will do anything the hypnotist tells them to.

e. Hypnosis is not useful in reducing pain.

f. Hypnotized people are aware of the hypnotist's suggestions and simply go
along with what they are asked to do.

___ 9. Meditation produces an altered state of consciousness brought on by deep
concentration.

h. Flow refers to the free-flowing thoughts that often accompany mindfulness
meditation.

i. Escaping the self offers health benefits equal to meditation.
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4.4 How Do Drugs Affect

Learning C . 5
. . Oonscliousness!
Objectives
Throughout history, people have discovered that ingesting certain substances can alter
= Describe the neurochemi.cal, their mental states in various ways. Some of those altered states, however momentary,
psychological, and behavioral can be pleasant. Some, especially over the long term, can have negative consequences,

effects of stimulants,
depressants, opiates/narcotics,
hallucinogens/psychedelics,

including injury or death. According to the United Nations Office on Drugs and Crime
(2013b), up to 317 million people around the globe age 15-64 use illicit drugs each

and other commonly used year. Societal problems stemming from drug abuse are well known. Most people prob-
drugs. ably know and care about someone addicted to alcohol, to an illegal substance, or to a
= Identify physiological prescription medication. To investigate the biological, individual, and societal effects
and psychological factors of drug use, psychologists ask questions such as Why do people use drugs? Why do some
associated with addiction. people become addicted to drugs? Why do drug addicts continue to abuse drugs when

doing so causes illness, turmoil, and suffering for themselves and people close to them?
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People Use—and Abuse—Many addiction

Drug use that remains compulsive

PsyChoa Ct ive D ruq S despite its negative consequences.

Drugs are a mixed blessing. If they are the right ones, taken under the right circum-
stances, they can provide soothing relief from severe pain or a moderate headache.
They can help people suffering from depression lead more satisfying lives. They can
help children who have attention deficits or hyperactivity disorders settle down and
learn better. But many of these same drugs can be used for “recreational” purposes:
to alter physical sensations, levels of consciousness, thoughts, moods, and behaviors
in ways that users believe are desirable. This recreational use can sometimes have
negative consequences, including drug addiction. Addiction is drug use that remains
compulsive despite its negative consequences.

Psychoactive drugs are mind-altering substances that people typically take for
recreational purposes. These drugs change the brain’s neurochemistry by activat-
ing neurotransmitter systems: either by imitating the brain’s natural neurotransmit-
ters (e.g., marijuana, opiates) or changing the activity of particular neurotransmitter
receptors. The effect(s) of a particular drug depend(s) on which neurotransmitter
system(s) it imitates or activates (TABLE 4.1).

Stimulants, for example, are drugs that increase behavioral and mental activity.
They stimulate, or heighten, activity of the central nervous system. Stimulants also
activate the sympathetic nervous system, increasing heart rate and blood pressure.
They improve mood, but they also cause people to become restless, and they disrupt
sleep. Amphetamines, methamphetamine, and cocaine are potent stimulants. Nico-
tine and caffeine are mild stimulants.

Some stimulants work by interfering with the normal reuptake of dopamine by the
releasing neuron—allowing dopamine to remain in the synapse and thus prolonging
its effects—whereas other stimulants also increase the release of dopamine (Fibiger,
1993). Activation of dopamine receptors seems to be involved in drug use in two ways.
First, the increased dopamine is associated with greater reward, or increased liking
(Volkow, Wang, & Baler, 2011). Second, the increased dopamine leads to a greater
desire to take a drug, even if that drug does not produce pleasure. Thus, sometimes
an addict wants a drug even if the addict does not like the drug when he or she uses it.
Research indicates that endorphins also contribute to the liking aspect of addiction
(Kringelbach & Berridge, 2009).

TABLE 4.1 Psychoactive Drugs

TYPE PSYCHOLOGICAL EXAMPLES NEUROTRANSMITTER
EFFECT(S) SYSTEM(S)
Stimulants Increase behavioral and Amphetamines, methamphetamine, Dopamine, norepinephrine,
mental activity cocaine, nicotine, caffeine acetylcholine (nicotine)
Depressants Decrease behavioral and Anti-anxiety drugs (barbiturates, GABA
mental activity benzodiazepines), alcohol
Opiates/narcotics Reduce the experience Heroin, morphine, codeine Endorphins
of pain
Hallucinogens/ Alter thoughts or LSD, PCP, peyote, Serotonin (LSD, peyote,
psychedelics perceptions psilocybin, mushrooms psilocybin), glutamate (PCP)
Combination Mixed effects Marijuana, MDMA Cannabinoid (marijuana),
serotonin, dopamine,
norepinephrine (MDMA)
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Depressants have the opposite effect of stimulants. They reduce behavioral and
mental activity by depressing the central nervous system. Alcohol is the most widely
used depressant—in fact, it is the most widely used and abused drug (FIGURE 4.27).
Anti-anxiety drugs, such as benzodiazepines, commonly given to calm people and
reduce worry, are also depressants. In sufficiently high doses, depressants can induce
sleep, which is why they are sometimes referred to as sedatives. Chapter 15, “Psycho-
logical Treatments,” discusses the clinical use of depressants.

Opiates, sometimes called narcotics, include heroin, morphine, and codeine.
Recall from Chapter 3 that endorphins are the brain’s natural mechanism for reliev-
ing pain. Various drugs derived from the opium poppy are able to bind with endorphin
receptors and in doing so help relieve pain. Opiates also provide intense feelings of
pleasure, relaxation, and euphoria. Activation of opiate receptors is involved in the
experience of reward (Berridge & Kringelbach, 2013; Smith, Berridge, & Aldridge,
FIGURE 4.27 2011; this connection is discussed further in Chapter 6, “Learning”). Heroin provides
Alcohol _ - arush of intense pleasure that most addicts describe as similar to orgasm. This rush
The open display and easy availability evolves into a pleasant, relaxed stupor. Heroin and morphine may be so highly addic-

of alcohol makes us forget that it is a . . . N .
widely abused depressant. tive because they have dual physical effects: They increase pleasure by binding with

opiate receptors and increase wanting of the drug by activating dopamine receptors
(Kuhn, Swartzwelder, & Wilson, 2003).

Opiates have been used to relieve pain and suffering for hundreds of years. Indeed,
before the twentieth century, heroin was widely available without prescription and was
marketed by Bayer, the aspirin company (FIGURE 4.28). The benefits of short-term

opiateusetorelievesevere painseemclear,butlong-termopiate

'_m_ —) useto relieve chronic pain will much more likely lead to abuse

R Slnd fﬂl‘ or addiction than will short-term use (Ballantyne & LaForge,

CBUTIW LY. ] mplt: and 2007). Moreover, long-term use of opiates is associated with

a number of neurological and cognitive deficits, such as atten-

tion and memory problems (Gruber, Silveri, & Yurgelun-Todd,

2007). Therefore, clinicians need to be cautious in prescribing

opiates, such as Vicodin and Oxycontin, especially when the
drugs will be used over extended periods.

Hallucinogens, sometimes called psychedelics, produce
alterations in cognition, mood, and perception. These drugs
change how users experience the world around them. The
most common hallucinogen is lysergic acid diethylamide
(LSD).LSD was discovered in 1938 and is made from a chem-
ical found in certain types of fungus that grows on rye and
other wheats called ergot. It is usually taken orally, and the
drug experience, informally referred to as a “trip,” lasts for
about 12 hours. LSD changes sensory experiences and can
produce extreme hallucinations, pleasurable or unpleasur-
able. People using LSD have a distorted sense of time.

A naturally occurring form of LSD might have been
responsible for the bizarre behavior that led to accusations of
witcheraft in Salem, Massachusetts, in 1692. Some residents

NARBENFABRIKBN OF 40 STONB ST of Salem, especially teenagers and children, suffered from
ELBERFELD co, NEW NRK' seizures, convulsions, hallucinations, blindness, prickling
- r

sensations, nausea, and other symptoms. Their behavior was

taken as signaling demonic possession and witchery, and as

FIGURE 4.28

Early Heroin Ad punishment they were put to death by burning at the stake. It is possible, however,
Before 1904, Bayer advertised heroin that ergot may have caused these symptoms. The “witches” of Salem may have inad-
as "the sedative for coughs.” vertently eaten LSD-tainted bread.
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Many other substances, such as certain plants and fungi, have psychedelic
properties. For example, eating the top part of the peyote cactus or certain types of
mushrooms, such as psilocybin mushrooms, produces hallucinogenic effects. These
psychedelic substances have been used in various religious rites throughout history.

Many commonly used drugs do not fit neatly into these major categories because
they produce arange of psychological effects. For instance, marijuanaacts as a depres-
sant but also has a slight hallucinogenic effect, as you will see later in the chapter.

This section considers a few common psychoactive drugs in more detail. Some
of these drugs have legitimate medical uses, but all of them are frequently abused
outside of treatment.

AMPHETAMINES AND METHAMPHETAMINE Amphetamines are stimulants that
increase dopamine in the synapse. Their primary effect is to reduce fatigue. Amphet-
amines have a long history of use for weight loss and for staying awake. However, their
numerous negative side effects include insomnia, anxiety, and potential for addiction.
Legitimate medical purposes include the treatment of narcolepsy and of attention defi-
cit/hyperactivity disorder (ADHD, discussed in greater detail in Chapter 15, “Treatment
of Psychological Disorders”). The drug Adderall contains amphetamine and is prescribed
to treat ADHD. It is also widely abused as a study aid on college campuses (Weyandt
etal,, 2013). Self-reports of nonmedical stimulant use by college students increased from
5 percent in 2003 to just under 10 percent in 2013 (McCabe, West, Teter, & Boyd, 2014).

Another widely used stimulant is methamphetamine, which breaks down into
amphetamine in the body. Metamphetamine was first developed in the early twenti-
eth century for use as anasal decongestant, but its recreational use became popular in
the 1980s. The National Survey of Drug Use and Health for 2012 estimates that over 4
percent of the U.S. population ages 12 and over have tried methamphetamine at some
point in their lives (National Institute of Drug Abuse, 2014). The use of methamphet-
amine may have declined in recent years, however (Gonzales, Mooney, & Rawson,
2010). One factor that encourages the use of this drug and may explain its popularity
over the past decade is that it is easy to make from common over-the-counter drugs,
as depicted in the critically acclaimed television show Breaking Bad.

By blocking the reuptake of dopamine and increasing its release, methamphet-
amine produces very high levels of dopamine in the synapse. In addition, metham-
phetamine stays in the body and brain much longer than, say, cocaine, so its effects
are prolonged. Over time, methamphetamine damages various brain structures,
including the frontal lobes (FIGURE 4.29). Ultimately, it depletes dopamine levels.
The drug’s effects on the temporal lobes and the limbic system may explain the harm
done to memory and emotion in long-term users (Kim et al., 2006; Thompson et al.,
2004). Methamphetamine also causes considerable physical damage (FIGURE 4.30).

COCAINE Cocaine is a stimulant derived from the leaves of the coca bush, which
grows primarily in South America. After inhaling (snorting) cocaine as a powder or
smoking it in the form of crack cocaine, users experience a wave of confidence. They
feel good, alert, energetic, sociable, and wide awake. Cocaine produces its stimulat-
ing effects by increasing the concentration of dopamine in synapses. These short-
term effects are especially intense for crack cocaine users. In contrast, habitual use
of cocaine in large quantities can lead to paranoia, psychotic behavior, and violence
(Ottieger, Tressell, Inciardi, & Rosales, 1992).

Cocaine has a long history of use in America. John Pemberton, a pharmacist from
Georgia, was so impressed with cocaine’s effects that in 1886 he added the drug to
soda water for easy ingestion, thus creating Coca-Cola. In 1906, the U.S. government

HOW DO DRUGS AFFECT CONSCIOUSNESS?

FIGURE 4.29
Methamphetamine's Effects on
the Brain

This image is a composite of brain
scans from 29 methamphetamine
addicts. The red and yellow areas
represent the brain damage that
typically occurs in the frontal cortex
as a result of methamphetamine
abuse (Kim et al., 2006). Such
damage may explain the cognitive
problems associated with
methamphetamine use.




FIGURE 4.30
Methamphetamine's Effects on
the Person

These before-and-after photos
dramatically illustrate how the
physical damage from
methamphetamine can affect
appearance. The photo on the left was
taken in May 2000, and the photo on
the right was taken six months later.

outlawed cocaine, so it was removed from the drink. To this day, however, coca
leaves from which the cocaine has been removed are used in the making of Coke
(FIGURE 4.31).

" COCA-COLA )

SYRUP » AND ¢ EXTRACT.

For Soda Water and other Carbonated Beverages.

This "INTELLECTUAL BEvEracE"” and TEMPERANCE
DRINK contains the valuable TonNIC and NervE StTiM-
ULANT propertics of the Coca plant and Cola (or Kola)
nuts, and makes not only & delicious, cxhilarating,
refreshing and invigorating Beverage, (dispensed from
the soda water fountain or in other carbonated bever-
sges), but a valuable Brain Tonie, and a cure for all
nervous aflfections — Sick HEAD-ACHE, NEURALGIA,
Hystonia, MrLancHoLy, &e.

The peculiar favor of COCA-COLA delights cvery
palate; it is dispensed from the soda fountain in samo
manner as any of the froit syrups.

ALCOHOL Alcohol produces its effects by activating GABA
receptors. Recall from Chapter 3 that GABA is the primary inhibi-
tory neurotransmitter in the brain. Through its effects on GABA
receptors, alcohol inhibits neural activity, which may be why
alcohol is typically experienced as relaxing. GABA reception
may also be the primary mechanism by which alcohol interferes
with motor coordination and results in slowed reaction time and
slurred speech. Drugs that block the effects of alcohol on GABA
receptors also prevent alcohol intoxication. However, drugs that
prevent the effects of alcohol are not used to treat alcoholics,
because reducing the symptoms of being drunk could easily lead
to even greater alcohol abuse.

Many societies have a love/hate relationship with alcohol. On
the one hand, moderate drinking is an accepted aspect of social
interaction and may even be good for one’s health (FIGURE 4.32).
On the other hand, alcohol is a major contributor to many soci-
etal problems, such as spousal abuse and other forms of violence.
Although the percentage of traffic fatalities due to alcohol is drop-
ping, alcohol was still a factor in about one-third of fatal accidents
in the United States in 2012 (National Highway Traffic Safety
Administration, 2013). About 80,000 deaths each year in the
United States are caused by alcohol, and the overall cost of prob-

L lem drinking—from lost productivity due to employee absence,
Sole Proprictor, Atlanta, Ga. ) )
g health care expenses, and so on—is estimated to be more than
$223 billion annually (Sacks et al., 2013).
FIGURE 4.31 Although the legal age for drinking in the United States is 21, more than 70 percent
Early Coke Ad of high school students (Johnston, O'Malley, Bachman, & Schulenberg, 2012) and 75

This advertisement's claim that
Coca-Cola is “a valuable Brain Tonic"
may have been inspired by the

percent of college students (Barnes, Welte, Hoffman, & Tidwell, 2010) have consumed
alcohol. A large percentage of drinking by college students is “binge drinking,” or drink-

incorporation of cocaine into the drink ing more than five drinks in one evening. Drinking to intoxication is associated with vari-
before 1906. ous negative outcomes for college students. Every year, more than 1,800 college students
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die as a result of excessive alcohol use (Hingson, Zha, & Weitzman, 2009). About one-
third of college students reported having had sex during a drinking binge, and the heavi-
est drinkers were likely to have had sex with a new or casual partner (Leigh & Schafer,
1993), thus increasing their risk for exposure to AIDS and other sexually transmitted
diseases. Date rape also often involves alcohol (White & Hingson, 2014).

In every region of the world, across a wide variety of measures—drinking versus absti-
nence, heavy drinking versus occasional drinking, alcohol-related disorders, and so on—
men drink a lot more than women (FIGURE 4.33). Men are twice as likely to report binge
drinking, chronic drinking, and recent alcohol intoxication. Although gender differences
in alcohol use are smaller for university students and adolescents (Swendsen et al., 2012),
young males are much more likely to be binge drinkers (Patrick et al., 2013).

One possible explanation is that women do not metabolize alcohol as quickly as
men do and generally have smaller body volumes, so they consume less alcohol than
men to achieve the same effects. Another possible explanation is that women’s drink-
ing may be more hidden because it is less socially accepted than men’s drinking.
According to this view, women’s alcohol consumption may be underreported, espe-
cially in cultures where it is frowned upon or forbidden. In some cultures, “real men”
are expected to drink alot and prove they can “hold” their liquor, whereas women who
do the same are seen as abnormal.

Alan Marlatt (1999), aleading researcher on substance abuse, has noted that people
view alcohol as the “magic elixir,” capable of increasing social skills, sexual pleasure,
confidence, and power. They anticipate that alcohol will have positive effects on their
emotions and behavior. For example, people tend to think that alcohol reduces anxiety,
so both light and heavy drinkers turn to alcohol after a difficult day. Alcohol can inter-
fere with the cognitive processing of threat cues, so that anxiety-provoking events are
less troubling when people are intoxicated. This effect occurs, however, only if people
drink before the anxiety-provoking events. In fact, according to the research, drink-
ing after a hard day can increase people’s focus on and obsession with their problems
(Sayette, 1993). In addition, while moderate doses of alcohol are associated with
more-positive moods, larger doses are associated with more-negative moods.

Expectations about alcohol’s effects are learned very early in life, through observation.
Children may see that people who drink have alot of fun and that drinking is an important
aspect of many celebrations. Teenagers may view drinkers as sociable and grown up, two
things they desperately want to be. Studies have shown that children who have very posi-
tive expectations about alcohol are more likely to start drinking and become heavy drink-
ers than children who do not share those expectations (Leigh & Stacy, 2004).

According to the social psychologists Jay Hull and Charles Bond (1986), expecta-
tions about alcohol profoundly affect behavior. These researchers gave study partici-
pants tonic water with or without alcohol. Regardless of the drinks’ actual contents,
they told some participants they were drinking just tonic water and some they were
drinking tonic water with alcohol. This balanced-placebo design allowed for a compar-
ison of those who thought they were drinking tonic water but were actually drinking
alcohol with those who thought they were drinking alcohol but were actually drinking
tonic water. The researchers demonstrated that alcohol impairs motor processes, infor-
mation processing, and mood, independent of whether the person thinks he or she has
consumedit.Inaddition, theresearchers demonstrated that thinking one has consumed
alcohol—regardless of whether one has actually consumed it—leads to less inhibi-
tion about various social behaviors, such as aggression and sexual arousal. Thus, some
behaviors generally associated with drunkenness are accounted for by learned beliefs
about intoxication rather than by alcohol’s pharmacological properties. Sometimes the
learned expectations and the pharmacology work in opposite ways. For instance, alco-
hol tends to increase sexual arousal, but it interferes with sexual performance.
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FIGURE 4.32

Socially Accepted Drinking
Drinking in moderation is a widely
accepted part of social interaction in
most societies.

FIGURE 4.33

Male Drinking

Across the globe, men drink the most
alcohol.




FIGURE 4.34

Medicinal Use of Marijuana
Employees assist customers at the
River Rock Medical Marijuana Center
in Denver, Colorado.

MARIJUANA The most widely used illicit drug in the world is marijuana, the dried
leaves and flower buds of the cannibis plant. Many drugs can easily be categorized as
a stimulant, a depressant, or a hallucinogen, but marijuana can have the effects of all
three types. The psychoactive ingredient in marijuanais THC, or tetrahydrocannabi-
nol. This chemical produces a relaxed mental state, an uplifted or contented mood,
and some perceptual and cognitive distortions. For some users, it impairs perception,
whereas for others it makes perceptions more vivid, especially taste perceptions.

Like depressants, marijuana decreases reaction times, impairs motor coordination,
impairs memory formation, and impairs the recall of recently learned information.
As opposed to alcohol, which is metabolized and cleared in a few hours, THC and the
by-products of its metabolism remain in the body for up to a month. With THC still in
their system, frequent users of marijuana may get high with a lower dose than infre-
quent users. Most first-time users do not experience the “high” obtained by more expe-
rienced users. In this way, marijuana differs from most other drugs. Generally, the first
time someone uses a drug, the effects are very strong, and over time the person has touse
more of the drug to get the same effect. That progression is not the case with marijuana.

Although the brain mechanisms that marijuana affects remain somewhat myste-
rious, researchers have discovered a class of receptors that are activated by naturally
occurring THC-like substances. Activation of these cannabinoid receptors appears
to adjust mental activity and perhaps alter pain perception. The large concentration
of these receptors in the hippocampus may partly explain why marijuana impairs
memory (Ilan, Smith, & Gevins, 2004).

Heavy long-term use of marijuana is associated with a smaller hippocampus and
amygdala, brain regions involved in processing emotions (Yucel et al., 2008). Whether
smoking marijuana causes long-term deficits in cognitive processes is more contro-
versial. One study found that frequent marijuana use in childhood predicted cogni-
tive problems in adulthood (Meier et al., 2012). As you know from reading Chapter 2,
however, correlation does not prove causation. Other researchers who have looked
at the same data argue that socioeconomic status is a confounding factor (Rogebersg,
2013). That is, children who grow up in impoverished circumstances are more likely to
smoke marijuana and more likely to show cognitive deficits in adulthood.

Marijuana is also used for its medicinal properties, and this use is legal in many
countries and currently 20 American states (FIGURE 4.34). For instance, cancer
patients undergoing chemotherapy report that marijuana is effective for overcoming
nausea. Nearly1in4 AIDS patients reports using marijuanato relieve nausea and pain
(Prentiss, Power, Balmas, Tzuang, & Israelski, 2004). The medical use of marijuanais
controversial because of the possibility that chronic use can cause health problems or
lead to abuse of the drug. Some countries and American states have concluded that
such risks are offset by a reduction in the problems created by criminal activity asso-
ciated with illegal drug use. Recently, the states of Colorado and Washington legalized
recreational marijuana use by adults. Many other states are expected to follow suit.

MDMA MDMA produces an energizing effect similar to that of stimulants, but it
also causes slight hallucinations. The street version of MDMA is sold as pills named
ecstasy or Molly, but these pills often contain other stimulants in addition to MDMA.
According to the National Institute of Drug Abuse (2010), ecstasy use by high school
students increased from 3.7 percent to 4.7 percent between 2009 and 2010. The drug
first became popular in the 1990s among young adults in nightclubs and at all-night
parties known as raves.

Compared with amphetamines, MDMA is associated with less dopamine activity
and more serotonin activity. The serotonin release may explain ecstasy’s hallucinogenic
properties. Research on animals has shown that MDMA can cause damage to a number
of brain regions, particulary the prefrontal cortex and the hippocampus (Halpin, Collins,
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& Yamamoto, 2014). Studies with humans show evidence of arange of impairments from
long-term ecstacy use, especially memory problems and a diminished ability to perform
complex tasks (Parrott, 2013). Of course, any drug can be toxic in large doses or taken
for long periods. Currently, controversy exists over whether occasional recreational use
of ecstacy by itself causes long-term damage. Some ecstacy users take very high does or
regularly use other drugs, such as methamphetamine, that are known to be neurotoxic
(Gallagher et al,, 2014). Growing evidence suggests that MDMA may have potential
benefits for use in the treatment of posttraumatic stress disorder (Doblin et al., 2014;
you will learn more about this disorder in Chapter 14, “Psychologial Disorders”). The
drug promotes feelings of compassion and trust and reduces the negative emotions that
people have about their traumatic experiences even after the drug wears off (Mithoefer
et al,, 2013). When used as part of treatment, MDMA does not have negative effects on
health or cognition (White, 2014).

One concern is that many pills being sold as ecstasy or Molly contain other danger-
ous chemicals, such as drugs used to anaesthetize animals. Even when they contain
MDMA, the doses vary widely, increasing the likelihood of overdose (Morefield,
Keane, Felgate, White, & Irvine, 2011; Wood, Stribley, Dargan, Davis, Holt, & Ramsey,
2011). Several northeastern college students attending concerts during the summer
0f 2013 died after consuming what they believed to be Molly (FIGURE 4.35).

Addiction Has Physical and Psychological
Aspects

Drug addiction has physical and psychological factors. Physical dependence on a drug
is a physiological state associated with tolerance, in which a person needs to consume
more of a particular substance to achieve the same subjective effect. Failing to ingest
the substance leads to symptoms of withdrawal, a physiological and psychological state
characterized by feelings of anxiety, tension, and cravings for the addictive substance.
The physical symptoms of withdrawal vary widely from drug to drug and from individ-
ual to individual, but they include nausea, chills, body aches, and tremors. A person can
be psychologically dependent, however, without showing tolerance or withdrawal. This
section focuses on addiction to substances that alter consciousness, but people can also
become psychologically dependent on behaviors, such as shopping or gambling.

ADDICTION'S CAUSES How do people become addicted? One central factor appears
to be dopamine activity in the limbic system, particularly the nucleus accumbens
(abrain structure discussed in Chapter 3), because this activity underlies the wanting
properties of taking drugs (Baler & Volkow, 2006). Other brain regions that are impor-
tant for addiction include the prefrontal cortex, amygdala, thalamus, and hippocampus
(Koob & Volkow, 2010). A brain region called the insula also seems to be important for
the craving component of addiction (Goldstein et al., 2009; FIGURE 4.36). Patients with
insula damage report that immediately after being injured, they quit smoking easily. In
fact, they no longer experience conscious urges to smoke. One patient who had a stroke
to his left insula commented that he quit smoking because his “body forgot the urge to
smoke” (Naqvi, Rudrauf, Damasio, & Bechara, 2007, p. 534).

Only about 5 percent to 10 percent of those who use drugs become addicted.
Indeed, more than 90 million Americans have experimented with illicit drugs, yet
most of them use drugs only occasionally or try them for a while and then give them
up. In a longitudinal study, Jonathan Shedler and Jack Block (1990) found that those
who had experimented with drugs as adolescents were better adjusted in adulthood
than those who had never tried them. Complete abstainers and heavy drug users had
adjustment problems compared with those who had experimented. This finding does
not suggest, however, that everyone should try drugs or that parents should encourage

FIGURE 4.35

Deaths from MDMA
Concertgoers are shown at Electric
Z00 2013, a Labor Day weekend of
electronic dance music in NewYork
City. Two attendees died after taking
MDMA sold as Molly, and the festival
was ended a day early.

Insula

FIGURE 4.36

Insula

This brain region appears to play a
role in craving.
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FIGURE 4.37

The Sixties, Drugs, and
Vietnam

(a) By the late 1960s, youth culture
had taken many new forms in the
United States and elsewhere. In
exploring the boundaries of society
and consciousness, many young
people experimented with drugs.
Here, two people share drugs at the
Shiva Fellowship Church Earth Faire
at Golden Gate Park, San Francisco,
in April 1969. (b) Through those years
and beyond, the United States played
a leading role in the Vietnam War, a
military conflict that took place in the
“faraway lands" of Vietnam, Laos,
and Cambodia. Perhaps inevitably,
the changes and conflicts at home
influenced the changes and conflicts
away from home. For example, many
U.S. soldiers abused drugs. Here, two
soldiers exchange vials of heroin in
Quang Tri Province, South Vietnam,
July 1971.

CHAPTER 4

drug experimentation. After all, no one can predict just who will become addicted or
who is prepared to handle a drug’s effects on behavior.

Some adolescents are especially likely to experiment with illegal drugs and to abuse
alcohol. Adolescents high in sensation seeking (a personality trait that involves attraction
tonovelty and risk taking) are more likely to associate with deviant peer groups and to use
alcohol, tobacco, and drugs (Patrick & Schulenberg, 2014; Wills, DuHamel, & Vaccaro,
1995). These adolescents and their parents tend to have poor relationships, which in turn
promote the adolescent’s association with deviant peer groups. Does the family environ-
ment determine alcohol and drug use? Some theorists suggest that an inherited predis-
position to sensation seeking may predict particular behaviors, such as affiliating with
drug users. Such behaviors, in turn, may increase the possibility of substance abuse.

Some evidence points to genetic components of addiction, especially for alco-
holism, but little direct evidence points to a single “alcoholism” or “addiction” gene.
Rather, what people inherit is a cluster of characteristics (Volkow & Muenke, 2012).
These inherited risk factors might include personality traits such as risk taking and
impulsivity, a reduced concern about personal harm, a nervous system chronically
low in arousal, or a predisposition to finding chemical substances pleasurable. In
turn, such factors may make some people more likely to explore drugs and enjoy them.

Sociallearning theorists have sought to account for the initiation of drug or alcohol use
among children or adolescents. They emphasize the roles of parents, the mass media, and
peers, including self-identification with high-risk groups (e.g., “stoners” or “druggies”).
Teenagers want to fit in somewhere, even with groups that society perceives as deviant.
And as discussed further in Chapter 6, children imitate the behavior of role models, espe-
cially those they admire or with whom they identify. For children whose parents smoke,
the modeling of the behavior may be continuous through early childhood and elementary
school. When parents smoke, their children tend to have positive attitudes about smok-
ing and to begin smoking early (Rowe, Chassin, Presson, & Sherman, 1996).

ADDICTION'S CONTEXT Some evidence suggests that context is important for
understanding addiction. For example, in the late 1960s, drug abuse among U.S.
soldiers, including the use of narcotics such as heroin and opium, appeared to be
epidemic. The widespread drug use was not surprising. It was a time of youthful drug
experimentation, soldiers in Vietnam had easy access to various drugs, and drugs
helped the soldiers cope temporarily with fear, depression, homesickness, boredom,
and the repressiveness of army regulations (FIGURE 4.37). The military commanders
mostly ignored drug use among soldiers, viewing it as “blowing off steam.”

Beginning in 1971, the military began mandatory drug testing of soldiers to iden-
tify and detoxify drug users before they returned to the United States. Amid specula-
tion that aflood of addicted soldiers returning from Vietnam would swamp treatment
facilities back home, the White House asked a team of behavioral scientists to study a
group of returning soldiers and assess the extent of the addiction problem. Led by the
behavioral epidemiologist Lee Robins, the research team examined a random sample
of' 898 soldiers who were leaving Vietnam in September 1971.

Robins and her colleagues found extremely high levels of drug use among the
soldiers (Robins, Helzer, & Davis, 1975). Over 90 percent reported drinking alcohol,
nearly three-quarters smoked marijuana, and nearly half used narcotics such as
heroin, morphine, and opium. About half of the soldiers who used narcotics either had
symptoms of addiction or reported believing they would be unable to give up their drug
habits. The team’s findings suggested that approximately 1 soldier in 5 returning from
Vietnam was a drug addict. Given the prevailing view that addiction was a biological
disorder with a low rate of recovery, these results indicated that tens of thousands of
heroin addicts would soon be inundating the United States. But that did not happen.
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Robins and her colleagues examined drug use among the soldiers after they
returned to the United States. Of those who were apparently addicted to narcotics
in Vietnam, only half sought out drugs when they returned to the States, and fewer
still maintained their narcotic addictions. Approximately 95 percent of the addicts
no longer used drugs within months of their return—an astonishing quit rate consid-
ering that the success rate of the best treatments is typically only 20 percent to 30
percent. A long-term follow-up study conducted in the early 1990s confirmed that
only a handful of those who were addicts in Vietnam remained addicts.

Why did coming home help the addicts recover? In the United States, they likely did
not have the same motivations for taking the drugs as they did in Vietnam. No longer
needingthe drugsto escape combat’s horrors, they focused on other needs and goals, such
as careers and family obligations. An important lesson from this case study is that we
cannotignore environment when we try to understand addiction. Knowing drugs’ physi-
cal actions in the brain may give us insights into addiction’s biology, but that information
fails to account for how these biological impulses can be overcome by other motivations.

Summing Up

How Do Drugs Affect Consciousness?

= Categories of psychoactive drugs include stimulants (such as amphetamines and cocaine),
depressants (such as alcohol), opiates/narcotics (such as heroin and morphine), and
hallucinogens/psychedelics (such as LSD). Other psychoactive drugs, such as marijuana and
MDMA, do not fit neatly into categories because they have various effects.

m Psychoactive drugs produce their effects by influencing neurotransmitter systems. Virtually
all abused drugs affect dopamine reward centers in the brain, either directly or indirectly.

= The abuse of drugs is costly to society, contributing to illness, violence, crime, and death.

m Excessive drug use can lead to addiction, a condition characterized by physical and
psychological dependence. Various brain regions, especially the nucleus accumbens, have been
implicated in the experience of addiction. The insula is important for the experience of craving.

m Addiction is influenced by personality factors, such as sensation seeking. Addiction is also
influenced by the environment or context in which drug use occurs.

Measuring Up

1. Which statement about the way drugs work is false?

a. Drugs can increase the release of a neurotransmitter.

b. Drugs can mimic a neurotransmitter at the receptor.

c. Drugs can affect only one neurotransmitter system at a time.
d. Drugs are either stimulants or depressants.

2. Match each of the following drugs or drug categories with the appropriate statement
below: stimulants, MDMA, opiates, marijuana, alcohol.

It is involved in more than one-third of fatal car accidents.

It is the only drug that does not have its strongest effect on first-time users.

They include heroin, morphine, and codeine.

Its psychoactive ingredient is THC, or tetrahydrocannabinol.

They include cocaine, nicotine, caffeine, and amphetamines.

It is known as ecstasy.

According to their reports, one-third of college students had sex while under its influence.
One of them was used in Coca-Cola's original recipe.
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Your Chapter Review

Chapter Summary

4.1 WhatIs Consciousness?

Consciousness Is a Subjective Experience: Consciousness is
our moment-to-moment subjective experiences. Consciousness
is difficult to study because of its subjective nature. Brain imaging
research demonstrates that particular brain regions are activated
by particular types of conscious and unconscious experiences.

Conscious Awareness Involves Attention: At any one time, each
person can be conscious of a limited number of things. A person’s
level of consciousness varies throughout the day and depends on
the task at hand. Change blindness illustrates how selective an indi-
vidual’s attention can be: We often do not notice large changes in an
environment because we fail to pay attention.

Unconscious Processing Influences Behavior: Research find-
ings indicate that much of a person’s behavior occurs automatically,
without that person’s conscious awareness. Thought and behavior
can be influenced by stimuli that are not experienced at a conscious
level.

Brain Activity Gives Rise to Consciousness: According to the
global workspace model, consciousness arises from activity in
different cortical areas. A person in a persistent vegetative state has
no brain activity. A person in a minimally conscious state has brain
activity, suggesting some awareness of external stimuli. A person
who is brain dead is not alive; the person’s body is being kept alive
artificially.

4.2 What]Is Sleep?

170 CHAPTER 4

Sleep Is an Altered State of Consciousness: Sleep is charac-
terized by five stages that vary in brain activity. These stages range
from short bursts of irregular waves (stages 1-2), to large, slow
brain waves during deep, restful sleep (stages 3-4). REM sleep is
marked by a return to short, fast brain waves and is accompanied
by rapid eye movements, body paralysis, and dreaming. Sleep disor-
ders include insomnia, sleep apnea, and narcolepsy.

Sleep Is an Adaptive Behavior: Sleep allows the body, including
the brain, to rest and restore itself. Sleep also protects animals from
harm at times of the day when they are most susceptible to danger,
and it facilitates learning through the strengthening of neural
connections.

People Dream While Sleeping: REM dreams and non-REM
dreams activate and deactivate distinct brain regions. Sigmund
Freud believed that dreams reveal unconscious conflicts. Evidence

does not support this view. Activation-synthesis theory posits
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that dreams are the product of the mind’s efforts to make sense of
random brain activity during sleep.

4.3 WhatIs Altered Consciousness?

= Hypnosis Is Induced Through Suggestion: Scientists have

debated whether hypnotized people merely play the role they are
expected to play or whether they experience an altered state of
consciousness. Consistent with the latter view, brain imaging
research has demonstrated changes in brain activity among hypno-
tized participants.

Meditation Produces Relaxation: The goal of meditation, partic-
ularly as it is practiced in the West, is to bring about a state of deep
relaxation. Studies suggest that meditation can have multiple bene-
fits for people’s physical and mental health.

People Can Lose Themselves in Activities: Exercise, reli-
gious practices, and other engaging activities can produce a state
of altered consciousness called flow. In this state, people become
completely absorbed in what they are doing. Flow is experienced as
a positive state. In contrast to activities that generate flow, activi-
ties used to escape the self or reduce self-awareness can have harm-
ful consequences.

4.4 How Do Drugs Affect Consciousness?

m People Use—and Abuse—Many Psychoactive Drugs: Psycho-

active drugs can be divided into categories based on their effects.
Stimulants, including amphetamines and cocaine, increase behav-
ioral and mental activity. Depressants, including alcohol, decrease
behavioral and mental activity. Opiates/narcotics, including heroin
and morphine, produce a relaxed state, analgesia, and euphoria.
Hallucinogens/psychedelics, including LSD, produce alterations in
cognition, mood, and perception. Some psychoactive drugs do not
fit neatly into categories because they have various effects. THC
(the active ingredient in marijuana) produces a relaxed state, an
uplifted mood, and perceptual and cognitive distortions. MDMA, or
ecstasy, produces energizing and hallucinogenic effects.

Addiction Has Physical and Psychological Aspects: Physical
dependence occurs when the body develops tolerance for a drug.
Psychological dependence occurs when someone habitually and
compulsively uses a drug or engages in a behavior, despite its nega-
tive consequences. Various brain regions are involved in addic-
tion, particularly the nucleus accumbens. A brain region called the
insula has been implicated in the experience of craving. Addic-
tion is influenced by personality factors, such as sensation seek-
ing. Addiction is also influenced by the environment or context in
which drug use occurs.
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Practice Test

1.

What is a key distinction between a person in a persistent

vegetative state and a person in a minimally conscious state?

a. The person in the minimally conscious state is less responsive
to her or his surroundings.

b. The person in the minimally conscious state is more likely to
regain full consciousness at some point in the future.

c. The person in the minimally conscious state shows some
degree of brain activity, whereas the person in the persistent
vegetative state shows no brain activity.

d. The person in the minimally conscious state is dreaming,
whereas the person in the persistent vegetative state isin a
coma.

. Aresearcher asks study participants to play a word game in

which they unscramble letters to form words. In Condition A,

the unscrambled words are outgoing, talkative, and smile. In

Condition B, the unscrambled words are standoffish, silent, and

frown. After participants complete the word game, they meet

and interact with a stranger. What do you predict participants’

behavior during that interaction will reveal?

a. Participantsin Conditions A and B will behave nearly
identically.

b. Participants in Condition A will be more friendly toward the
stranger than will participants in Condition B.

c. Participants in Condition B will be more friendly toward the
stranger than will participants in Condition A.

. For each description below, name the sleep disorder: insomnia,

apnea, narcolepsy, or somnambulism.

a. Despite feeling well rested, Marcus falls asleep suddenly while
practicing piano.

b. Emma walks through the living room in the middle of the
night, seemingly oblivious to those around her.

c. Sophia spends most of the night trying to fall asleep.

d. Ivan’s roommate regularly complains that Ivan’s snoring
wakes him multiple times throughout the night.

. Which of the following pieces of evidence suggest sleep is an

adaptive behavior? Check all that apply.
a. A few days of sleep deprivation do not impair physical
strength.

b. All animals sleep.

c. Itisimpossible to resist indefinitely the urge to sleep.

d. Sleep deprivation helps people feel less depressed.

e. Animals die when deprived of sleep for extended periods.

. Which of the following instruction sets would a yoga teacher

trained in concentrative meditation be most likely to give?

a. “Close your eyes while sitting in a comfortable position. Let
your thoughts move freely through your mind, like clouds
passing through the sky. Acknowledge them, but do not react
to them.”

b. “Lying on your back, rest your hands gently on your abdomen.
As you breathe in and out, focus attention on your breath.
Notice the rhythmic rise and fall of your abdomen and the
slow, deep movement of your chest.”

2

“Standing in place, bend one knee and lift that leg. Grasp
the foot and bring it back as far as possible. Focus all your
attention on this action. Then lower the foot and repeat this
action with the other knee, leg, and foot.”

. Which of the following drugs is classified as a stimulant?

a. marijuana
b. cocaine
c. heroin

d. alcohol
e. LSD

. Label each of the following statements as true or false.

__ a. Long-term use of opiates (narcotics) always leads to
addiction.

__ b. Nicotine and caffeine are stimulants.

c. Methamphetamine and MDMA (ecstasy) decrease

dopamine levels.

Alcohol is a depressant.

e. People can become physically addicted but not
psychologically addicted to prescription medications.
__ f. Thegender gap in alcohol consumption is increasing.

The answer key for the Practice Tests can be found at the back of the book.
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Sensation and
Perception

WILLIAM (NOT HIS REAL NAME) HATES DRIVING because the sight of road
signs tastes like a mixture of pistachio ice cream and earwax (McNeil, 2006). This
sort of experience-such as when a visual image has a taste—is called synesthesia.
For another person with synesthesia, M.M., any personal name has a specific taste;
for example, the name John tastes like corn bread (Simner et al., 2006). For yet
another person, each day of the week is colored (Monday is red, Tuesday is indigo),
as is each month of the year (December is yellow, January is red; Ramachandran,
2003). For others with synesthesia, colors evoke smells, sights evoke sounds, and
numbers come in colors (e.g., 5 is always red, 2 is always green; FIGURE 5.1). For
each person, the associations do not vary—if road signs have a taste, for example,
they always taste the same. Reports of people with synesthesia date as far back
as ancient Greece (Ferry, 2002). Estimates of the percentage of the population
that report these cross-sensory experiences range from 1in 2,000 to 1in 200.
How can we understand such bizarre sensations? Are these experiences real?
The neurologist V. S. Ramachandran conducted a series of experiments to
better understand what is happening when someone reports, for example,
that a sound is lime green or that chicken tastes pointy (Ramachandran &
Hubbard, 2001). Because the brain area involved in seeing colors is near the
brain area involved in understanding numbers, he theorized that in people with
color/number synesthesia, these two brain areas are somehow connected. In
this situation, one area of the brain might have adopted another area’s role.
To test his hypothesis, Ramachandran examined brain scans taken of people
with synesthesia when they looked at black numbers on a white background. He
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a b c d e f found evidence of neural activity in the brain area responsible for color vision.
Control participants without synesthesia did not experience activity in this brain

h j k m n area when they looked at the same numbers.

Ramachandran suggests that synesthesia might lead to creativity. If the brains

p r s t of people with synesthesia are wired to connect seemingly unrelated topics, then

V W x Z the ability to make unusual associations may be part of their creativity. As an

y example, Ramachandran and Hubbard (2003) ask us to consider Shakespeare's

3 4 5 line “It is the East and Juliet is the sun.” The likening of Juliet to the sun is a meta-

phor, but where did it come from? Its association of a woman and a bright light

6 7 8 9 resembles a synesthetic experience. In fact, these authors conclude that creative

FIGURE 5.1 people experience a higher incidence of synesthesia than noncreative people do.

Synesthesia Although synesthesia is a rare condition, it shows that there is not a

This figure is an artistic rendering perfect correspondence between the physical world and our experience of it.
of the color/letter and color/number A b f brai . Kt ther t t phvsical inf tion f

associations for one person with number of brain regions work together to convert physical information from

synesthesia. the environment (light and sound waves, chemicals, air temperature, physi-

cal pressure, and so on) into meaningful forms, such as the smell of a spring
day, the feeling of holding hands, and the sight of a person we love. For those
with synesthesia, some of the incoming information gets mixed up. For most
people, however, the brain mechanisms involved in sensation and perception
provide information that is adaptive for living in the physical world.

This chapter will discuss how various types of stimuli are detected, how the
brain constructs useful information about the world on the basis of what has
been detected, and how we use this constructed information to guide ourselves
through the world around us. An important lesson in this chapter is that our

Learning sensation a.nd perception of the world FJo not work.like a cam?ra or di.gita!
N R recorder, faithfully and passively capturing the physical properties of stimuli
ObJGCtlveS we encounter. Rather, our experience of the world (what we see, hear, taste,
smell, or touch) results from brain processes that actively construct perceptual
experiences from sensory information. This constant conversion of sensation
to perception allows us to adapt to the details of our physical environments.

= Distinguish between sensation
and perception.

= Describe how sensory
information is translated into

ingful stimuli. 1
meaningful stimuli & How Does Perception

= Explain the concept of

threshold. Distinguish between Emerge from Sensation?

absolute threshold and

difference threshold.
. Imagine that you accidentally squirt some grapefruit juice on your face. What do your
= Explain how thresholds are

related to signal detection and senses tell you? You smell a strong fragrance, you feel cool moisture on your skin, and
sensory adaption. you experience a sharp taste on your tongue. Your sensory systems have detected
these features of the juice. This process is sensation.

Sensation is the detection of physical stimuli and transmission of that information
to the brain. Physical stimuli can be light or sound waves, molecules of food or odor, or

::: Z:::tr:on of external stimuli and temperature and pressure changes. Sensation is the basic experience of those stimuli.
the transmission of this information to It involves no interpretation of what we are experiencing.

the brain. Perception is the brain’s further processing, organization, and interpretation of
perception sensory information. Perception results in our conscious experience of the world.
The processing, organization, and Whereas the essence of sensation is detection, the essence of perception is construc-
interpretation of sensory signals. tion of useful and meaningful information about a particular sensation. For example,

174 CHAPTER 5 SENSATION AND PERCEPTION




(1) (2] (3]
Sensory Coding

Stimulus Sensation

ﬂ

The stimulus is

Example: A green light
emits physical properties
in the form of photons
(light waves).

Sensory receptors in the driver’s
eyes detect this stimulus. transduced (translated
into chemical and
electrical signals that are

transmitted to the brain).

Perception

The driver’s brain processes the
neural signals and constructs a
representation of a green light
ahead. The brain interprets the
representation of the light as a
sign to continue driving.

FIGURE 5.2
From Sensation to Perception

when you are squirted in the face, you associate the sensations (strong smell, moist
feeling, and sharp taste) with the perception of grapefruit juice.

Say that you drive up to a traffic signal as the light turns green. The light is detected
by specialized neurons in your eyes, and those neurons transmit signals to your brain.
As aresult of these steps, you have sensed the energy (light). When your brain processes
the resulting neural signals, you experience the green light and register the meaning of
that signal (go!). As a result of these additional steps, you have perceived the light and the
signal. (The basic movement from sensation to perception is depicted in FIGURE 5.2.)

Sensation and perception are integrated into experience. At the same time, experience
guides sensation and perception. In other words, the processing of sensory information
is a two-way street. Bottom-up processing is based on the physical features of the stimu-
lus. As each sensory aspect of a stimulus is processed, the aspects build up into percep-
tion of that stimulus. You recognize a grapefruit squirt based on your experience of the
strong scent, cool moisture, and sharp taste. Top-down processing is how knowledge,
expectations, or past experiences shape the interpretation of sensory information. That
is, context affects perception: What we expect to see (higher level) influences what we
perceive (lower level). We are unlikely to see a blue, apple-shaped object as a real apple
because we know from past experience that apples are not blue.

Consider the incomplete letters in FIGURE 5.3. The same shape appears in the
center of each word, but you perceive (lower level) the shape first as “H” and then as
“A.” Your perception depends on which interpretation makes sense in the context of
the particular word (higher level). Likewise, YOU C4N R3AD TH15 PR377Y W3LL
even though itis nonsensical. The ability to make sense of “incorrect” stimuli through
top-down processing is why proofreading our own writing can be so difficult.

Sensory Information Is Translated into
Meaningful Signals

Our sensory systems translate the physical properties of stimuli into patterns of
neural impulses. This process is called sensory coding. The different features of the
physical environment are coded by activity in different neurons. For example, a green
stoplight will be coded by a particular neural response pattern in part of the eye before
being read by areas of the brain involved in perceiving visual information.

When a hand touches a hot skillet, neurons in the hand and in the brain will signal
pain. The brain cannot process the physical stimuli directly, so the stimuli must be trans-
lated into signals the brain can interpret. The translation of stimuli is called transduction.

HOW DOES PERCEPTION EMERGE FROM SENSATION?

bottom-up processing

Perception based on the physical
features of the stimulus.

top-down processing

How knowledge, expectations, or past
experiences shape the interpretation
of sensory information.

transduction

The process by which sensory stimuli
are converted to signals the brain can
interpret.

TRE CAT

FIGURE 5.3

Context

Context plays an important role in
object recognition.
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Table 5.1 The Stimuli, Receptors, and Pathways for Each Sense

SENSE STIMULI RECEPTORS PATHWAYS TO THE BRAIN

Vision Light waves Light-sensitive rods and Optic nerve
cones in retina of eye

Hearing Sound waves Pressure-sensitive hair cells | Auditory nerve
in cochlea of inner ear
Taste Molecules dissolved in Cells in taste buds on the Portions of facial, glossopharyngeal,
fluid on the tongue tongue and vagus nerves
Smell Molecules dissolved in Sensitive ends of olfactory Olfactory nerve
fluid on membranes in mucous neurons in the
the nose mucous membranes
Touch Pressure on the skin Sensitive ends of touch Cranial nerves for touch above
neurons in skin the neck, spinal nerves for touch
elsewhere

This process involves specialized cells in the sense organs, called sensory receptors. The
sensory receptors receive physical (in the case of vision, hearing, and touch) or chemical
(taste and smell) stimulation and pass the resulting impulses to the brain in the form of
neural impulses. Most sensory information first goes to the thalamus, a structure in the
middle of the brain (see Figure 3.24). Neurons in the thalamus then send information
to the cerebral cortex, where incoming neural impulses are interpreted as sight, sound,
taste, smell, or touch. Each sense organ contains different types of receptors designed
to detect different types of stimuli. For example, receptors in the visual system respond
only to light waves and can signal only visual information. (TABLE 5.1 lists the stimuli,
receptors, and pathways to the brain for each major sensory system.)

To function effectively, the brain needs qualitative and quantitative information
about a stimulus. Qualitative information consists of the most basic qualities of a
stimulus. For example, it is the difference between a tuba’s honk and a flute’s toot. It is
the difference between a salty taste and a sweet one. Quantitative information consists
of the degree, or magnitude, of those qualities: the loudness of the honk, the softness
of the toot, the relative saltiness or sweetness. If you were approaching a traffic light,
qualitative information might include whether the light was red or green. Regardless
of'the color, quantitative information would include the brightness of the light.

We can identify qualitative differences because different sensory receptors
respond to qualitatively different stimuli. In contrast, quantitative differences in
stimuli are coded by the rate of a particular neuron’s firing. A more rapidly firing
neuron is responding at a higher frequency to a more intense stimulus, such as a
brighter light, a louder sound, or a heavier weight (FIGURE 5.4).

Sensation and perception result from a symphony of sensory receptors and the
neurons those receptors communicate with. The receptors and neurons fire in differ-
ent combinations and at different rates. The sum of this activity is the huge range of

absolute threshold perceptions that make up our experience of the world.

The minimum intensity of stimulation

that mugtoccur before you experience DeteCtion ReqUireS a Certain Amount Of
a sensation. the Stimulus

dlfferfar.we threshold We have long understood that perceptual experience is constructed from information
The minimum amount of change

required for a person to detect a detected by the sense organs. For more than a century, psychologists have tried to
difference between two stimuli. understand the relationship between the world’s physical properties and how we sense
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Qualitative information: Quantitative information: FIGURE 5.4

Sensory receptors respond to qualitative Sensory receptors respond to quantitative Qualitative Versus
differences by firing in different combinations. differences by firing at different rates. Quantitative

Sensory
Information

Neural firing FTTTT 11 1 [ [T T

frequency L] ]

Time —> Time —>
A green light is coded by different A bright light causes receptors to fire more
receptors than a red light. rapidly (at a higher frequency) than a dim light.

and perceive them. Psychophysics, a subfield developed during the nineteenth century by

the researchers Ernst Weber and Gustav Fechner, examines our psychological experi-

ences of physical stimuli. For example, how much physical energy is

required for our sense organs to detect a stimulus? How much change .

. . . . Absolute threshold is the level of

isrequired before we notice that change? To test such things, research- 100~  intensity at which participants (correctly)

ers present very subtle changes in stimuli and observe how partici- detect a stimulus on 50 percent of the
.. s trials in which it is presented.
pants respond. They study the limits of humans’ sensory systems.

SENSORY THRESHOLDS Your sensory organs constantly acquire

information from your environment. You do not notice much of this Accuracy

. . . percentage °0
information. It has to surpass some level before you can detect it. The

absolute threshold is the minimum intensity of stimulation that must

occur before you experience a sensation. In other words, it is the stim-

ulus intensity you would detect more often than by chance. The abso-

lute threshold for hearing is the faintest sound a person can detect 0

50 percent of the time (FIGURE 5.5). For instance, how loudly must Low > High
someone in the next room whisper for you to hear it? In this case, the Stimulus intensity

absolute threshold for auditory stimuli would be the quietest whisper you could hear half FIGURE 5.5

the time. (TABLE 5.2 lists some approximate minimum stimuli for each sense.) Absolute Threshold

A difference threshold, sometimes called a just noticeable difference, is the smallest
difference between two stimuli that you can notice. In other words, it is the minimum
amount of change required for a person to detect a difference. If your friend is watching a
television show while you are reading and a commercial comes on that is louder than the
show, you might look up, noticing that something has changed (FIGURE 5.6). The differ-
ence threshold is the minimum change in volume required for you to detect a difference.

Table 5.2 Approximate Absolute Sensory Threshold
(Minimum Stimulus) for Each Sense

SENSE MINIMUM STIMULUS
Taste 1teaspoon of sugar in 2 gallons of water
Smell 1drop of perfume diffused into the entire volume of six rooms F'_GURE 5.6

h fv's wing falli heek f . ‘ e Difference Threshold
Touc A fly's wing falling on your cheek from a distance of 0.04 inc How much does the television
Hearing The tick of a clock at 20 feet under quiet conditions volume need to change for you to
Vision A candle flame seen at 30 miles on a dark, clear night notice? That amount of change is the

difference threshold.

SOURCE: Galanter (1962).
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FIGURE 5.7

Signal Detection Theory
Radiology illustrates the subjective
nature of detecting a stimulus.

There are four possible outcomes
when a participant is asked whether
something occurred during a trial:
Response given
Yes No

On Hit Miss

Stimulus
signal
False Correct

Off  alarm rejection

Those who are biased toward reporting
a signal tend to be “yea-sayers.” They
have many false alarms:

Response given
Yes No

On 89% 11%

Stimulus
signal

Off  41% 59%

Those who are biased toward denying
that a signal occurred tend to be
“nay-sayers.” They have many misses:

Response given
Yes No

On 45% 55%

Stimulus
signal

Off 26% 74%

FIGURE 5.8

Payoff Matrices for Signal
Detection Theory

The percentages in this figure were
invented to show representative
numbers. Actual percentages vary
from question to question.
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The difference threshold increases as the stimulus becomes more intense. Pick up
al-ounce letter and a 2-ounce letter, and you will easily detect the difference. But pick
up a 5-pound package and a package that weighs 1 ounce more, and the difference will
be harder, maybe impossible, to tell. The principle at work here is called Weber’s law.
This law states that the just noticeable difference between two stimuli is based on a
proportion of the original stimulus rather than on a fixed amount of difference. That
is, the more intense the stimulus, the bigger the change needed for you to notice.

SIGNAL DETECTION THEORY According to classical psychophysics, sensory
thresholdswereunambiguous. Eitheryou detected somethingoryoudidnot,depend-
ing on whether the intensity of the stimulus was above or below a particular level. As
research progressed, it became clear that early psychophysicists had ignored the
fact that people are bombarded by competing stimuli, from the “noise” produced by
both internal stimuli (moods, emotions, memory, physical states such as nausea)
and to other external stimuli (loud noises such as a baby crying, a bitterly cold wind,
a cluttered room). The competing internal and external sources affect judgment
and attention.

Imagine you are a participant in a study of sensory thresholds. You are sitting in a
dark room, and an experimenter asks if you heard a sound. You didn’t hear anything,
but you might second-guess yourself since someone has asked about it. You might
even convince yourself that you sensed a weak stimulus.

After realizing that their methods of testing absolute thresholds were flawed,
researchers formulated signal detection theory (SDT). This theory states that detect-
ing a stimulus is not an objective process. Detecting a stimulus is instead a subjec-
tive decision with two components: (1) sensitivity to the stimulus in the presence of
distractions from other stimuli, and (2) the criteria used to make the judgment from
ambiguous information (Green & Swets, 1966).

Suppose that a radiologist is looking for the kind of faint shadow that, among other
possibilities, might signal an early-stage cancer (FIGURE 5.7). The radiologist’s judg-
ment can be influenced by knowledge about the patient (e.g., age, sex, family medical
history), medical training, experience, motivation, and attention. The radiologist’s
judgment can also be influenced by awareness of the consequences: Being wrong
could mean missing a fatal cancer or, conversely, causing unnecessary and potentially
dangerous treatment.

Any research study on signal detection involves a series of trials in which a stimu-
lusis presented in only some trials. In each trial, the participant must state whether he
or she sensed the stimulus. A trial of this kind, in which a participant judges whether
an event occurs, can have one of four outcomes. If the signal is presented and the
participant detects it, the outcome is a hit. If the participant fails to detect the signal,
the outcome is a miss. If the participant “detects” a signal that was not presented, the
outcome is a false alarm. If the signal is not presented and the participant does not
detect it, the outcome is a correct rejection (FIGURE 5.8). The participant’s sensitivity
to the signal is usually computed by comparing the hit rate with the false alarm rate.
This comparison corrects for any bias the participant might bring to the testing
situation.

Response bias is a participant’s tendency to report detecting the signal in an
ambiguous trial. The participant might be strongly biased against responding and
need a great deal of evidence that the signal is present. Under other conditions, that
same participant might need only a small amount of evidence.

SENSORY ADAPTATION Our sensory systems are tuned to detect changes in our
surroundings. It is important for us to be able to detect such changes because they might
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require responses. Itisless important to keep responding to unchanging stimuli. Sensory
adaptation is a decrease in sensitivity to a constant level of stimulation (FIGURE 5.9).

Imagine you are studying and work begins at a nearby construction site. When the
equipment starts up, the sound seems particularly loud and disturbing. After a few
minutes, the noise seems to have faded into the background. Researchers have often
noticed that if a stimulus is presented continuously, the responses of the sensory
systems that detect it tend to diminish over time. Similarly, when a continuous
stimulus stops, the sensory systems usually respond strongly as well. If the construc-
tion noise suddenly halted, you would likely notice the silence.

The Brain Constructs Stable
Representations

Right this minute, your brain is making millions of calculations to produce a coherent
experience of your environment. Despite the illusion that the objects and events you are
experiencing exist in the space around you, your experience is a construction of your
brain and resides inside your skull. Neurons inside your brain do not directly experience
the outside world. Instead, they communicate with other neurons inside and outside
your brain. Neurons talk to neurons in total darkness. Yet your conscious experience
of'the world emerges from this communication. This process happens in milliseconds.

If you lay this book flat and look at the pages as a whole, you will see one image. You
will not see the thousands of images that dance across your eyes to create a constant,
perhaps static view. What you perceive, then, is vastly different from the pattern of
stimulation your eyes are taking in. If you were aware of what your brain was doing every
moment, you would be paralyzed by information overload. Most of the computations
the brain performs never reach your consciousness. Only important new outcomes do.
How does the brain extract a stable representation of the world from the information
the senses provide?

So far, you have seen how sensation happens: Sensory receptors transduce stimuli
into electrical impulses, and nerves then transmit those impulses to the brain. Working
with just the electrical impulses it receives from nerves, the brain creates a rich variety of
perceptual experiences. With the exception of smell, all sensory information is relayed to
cortical and other areas of the brain from the thalamus. Information from each sense is
projected separately from the thalamus to a specific region of the cerebral cortex. In these
primary sensory areas, the perceptual process begins in earnest (FIGURE 5.10; see also
Figure 3.25). We will now tour the major senses and how you perceive them.

[ Touch

[ Frontal lobe /

Thalamus

[ Parietal lobe

| Vision

Occipital lobe

signal detection theory (SDT)

A theory of perception based on the
idea that the detection of a stimulus
requires a judgment-it is not an all-or-
nothing process.

sensory adaptation

A decrease in sensitivity to a constant
level of stimulation.

FIGURE 5.9

Sensory Adaptation

Because of sensory adaptation,
people who live near constant noise
eventually become less aware of the
noise. Pictured here are homes near
London's Heathrow Airport.

FIGURE 5.10

Primary Sensory Areas
These are the primary brain
regions where information about
vision, hearing, taste, smell,

and touch are projected. Visual
information travels in separate
“streams”-what you see and
where it is—=from the occipital lobe
(visual cortex) to different parts of
the brain for further processing.
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What to Believe? Using Psychological Reasoning

Misunderstanding Statistics: Does ESP Exist?

Do you believe in the so-called sixth
sense, the “unexplainable” feeling
that something is about to happen?
Our many sensory systems provide
information about the world, but they
are sensitive to only a small range of
the energy available in any environ-
ment. For instance, dogs can hear
much higher frequencies than we can,
and many insects can sense energy
forms that we cannot detect. Is it possi-
ble that other frequencies or energy
forms exist and scientists simply have
not discovered them? If so, might these
undiscovered energy forces allow
people to read other people’s minds
or communicate with ghosts? In other
words, could people be able to perceive
information beyond ordinary sensory
information  through extrasensory
perception (ESP)?

Many reports of ESP are supported
only by anecdotes, not by valid evi-
dence. In addition, many claims about
people's ability to predict events can be
explained through logic. For instance, if
you see a couple fighting all the time,
you might predict accurately that they
will break up, but that does not make
you a psychic. Finally, many instances
of apparent ESP appear to be no more
than coincidence.

Consider the day that the Nobel
Prize-winning physicist Luis Alvarez
found himself thinking of a long-lost
friend from his college years. A few
minutes later, he came across the
friend’'s obituary in a newspaper. Might
Alvarez have experienced some sort of
premonition? As a scientist, he decided
to calculate the probability of this coin-
cidence. He developed reasonable esti-
mates of how often people think about
people from their pasts. He calculated
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that the probability of thinking about a
person shortly before learning of that
person's death likely happens around
3,000 times per year in the United
States. Put another way: About 10
people are likely to have this experi-
ence each day just by chance (Alvarez,
1965).

The social psychologist Daryl Bem
and his collaborator Charles Honorton
(1994) claimed to find some evidence
of ESP. In their studies, a “sender”
in a soundproof booth focused on a
randomly generated image. A “receiver”
in another room tried to sense the
sender’'s imagery. The receiver was
then asked to choose among four alter-
natives, one of which was correct. By
chance, the receivers should have been
correct 25 percent of the time. Across
11 studies, however, Bem and Honorton
found that receivers were right about 33
percent of the time. Is this evidence of
ESP? Many psychologists say that other
factors in the experiments might have
affected the results. A statistical review
of many such studies found little support
for ESP (Milton & Wiseman, 2001).

Samuel Moulton and Stephen Kosslyn
(2008) conducted an fMRI study to
examine brain-functioning evidence for
the existence of ESP. Using a sender/
receiver paradigm where the sender
was in one room and the receiver was
in the MRI scanner, they looked for brain
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differences between responses to the
image the sender was thinking about
and another image that was not known
to the sender. To enhance the likeli-
hood of effects, they included twins as
sender/receiver pairs (since twins are
supposed to be especially in tune with
one another) and used emotional stim-
uli (which are supposed to enhance ESP
effects). If ESP existed, the receivers’
brains should have responded differ-
ently to the images the senders thought
about than to the images the senders
did not see. However, there were abso-
lutely no differences in brain responses.
Moulton and Kosslyn argue that since
all experience and behavior result from
brain activity, the absence of any such
activity is strong evidence against the
existence of ESP.

Yet in 2011, Bem published a paper
that presented data from a series
of studies that purported to show
evidence of ESP. In an example of
these studies, participants were asked
to predict where erotic pictures would
appear on a computer screen. On each
trial, the participant would identify a
location before a computer program
would independently present the
picture. At a rate better than chance,
participants were able to predict
where the computer would present
the erotic images. These findings are
highly controversial. Most of the posi-
tive results were quite small, and they
may have been produced through an
inappropriate use of statistical proce-
dures. To date, no other researchers
have been able to replicate the results.
The only reasonable conclusion is that
the evidence for ESP is currently weak
or nonexistent and that healthy skepti-
cism demands better evidence.



Summing Up

How Does Perception Emerge from Sensation?

m Sensation is the detection of physical stimuli in the environment. Perception is our
conscious experience of those stimuli.

m Bottom-up processing is based on features of a stimulus. Top-down processing is based on
context and expectations.

= Transduction is the process by which sensory stimuli are translated into signals the brain
can interpret.

= Transduction occurs at sensory receptors, specialized cells in each sense organ. Sensory
receptors send messages to the thalamus, which sends projections to cortical areas for
perceptual processing.

= Absolute threshold is the minimum detectable amount of energy required to activate a
sensory receptor.

= Difference threshold is the amount of energy change necessary for a sensory receptor to
detect a change in stimulation.

= Signal detection theory is about the subjective nature of detecting a stimulus.

m Sensory adaptation occurs when sensory receptors stop responding to unchanging
stimuli.

= The brain integrates diverse neural inputs to produce stable representations.

Measuring Up

1. Transduction is the process of

detecting environmental energy through a sense organ.
converting sensory stimuli into neural activity.
converting perceptions into neural activity.

perceiving information.

o 0 T o
i A

2. ldentify each of the following events as an example of absolute threshold, difference
threshold, or sensory adaptation.

a. You catch a whiff of your neighbor's cooking.

b. You ask your roommate to turn down the radio, which he does, but it does not sound
softer to you.

c. You notice that the overhead lamp just got dimmer.

d. You stop paying attention to the sound of a radio, though you can hear it if you pay
attention to it.
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Learning
Objectives

= Explain how light is processed
by the eyes and the brain.

= Describe how color vision
happens.

= Compare and contrast
trichromatic and opponent-
process theories of color
vision.

= |dentify the Gestalt principles
of perceptual organization.

= Distinguish between monocular
and binocular depth cues.

= Describe motion perception
and object constancies.

retina

The thin inner surface of the back of
the eyeball; it contains the sensory
receptors that transduce light into
neural signals.

rods

Retinal cells that respond to low levels
of light and result in black-and-white
perception.

cones

Retinal cells that respond to higher
levels of light and result in color
perception.

CHAPTER 5

5.2 How Are We Able to See?

If we acquire knowledge through our senses, then vision is by far our most important
source of knowledge. Vision allows us to perceive information at a distance. Does a
place look safe or dangerous? Does a person look friendly or hostile? Even our meta-
phors for knowledge and for understanding are often visual: “I see,” “The answer is
clear,” “I'm fuzzy on that point.” It is not surprising, then, that most of the scientific
study of sensation and perception is concerned with vision. Indeed, much of the brain
isinvolved in seeing. Some estimates suggest that up to half of the cerebral cortex may
participate in visual perception in some way.

Sensory Receptors in the Eye Transmit
Visual Information to the Brain

Sight seems so effortless, so automatic, that most of us take it for granted. Every time
a person opens his or her eyes, that person’s brain springs into action to make sense
of'the energy arriving in the eyes. Of course, the brain can do so only based on sensory
signals from the eyes. If the eyes are damaged, the sensory system fails to process new
information.

This section focuses on how energy is transduced in the visual system and then
perceived, but what we commonly call seeing is much more than transducing energy.
As the psychologist James Enns notes in his book The Thinking Eye, the Seeing
Brain (2005), very little of what we call seeing takes place in the eyes. Rather, what
we see results from constructive processes that occur throughout much of the brain
to produce our visual experiences. In fact, the eyes can be completely normal, but
damage to the visual cortex will impair vision.

Some people describe the human eye as working like a crude camera, in that
it focuses light to form an image. This analogy does not do justice to the intricate
processes that take place in the eye, however. Light first passes through the corneaq,
the eye’s thick, transparent outer layer. The cornea focuses the incoming light, which
then enters the lens. There, the light is bent farther inward and focused to form an
image on theretina, the thin inner surface of the back of the eyeball. If you shine a light
in someone’s eyes so that you can see the person’s retina, you are in fact looking at the
only part of the brain that is visible from outside the skull. In fact, the retina is the
one part of the central nervous system that is located where we can see it. The retina
contains the sensory receptors that transduce light into neural signals.

More light is focused at the cornea than at the lens. But the lens is adjustable,
whereas the cornea is not. The pupil, the dark circle at the center of the eye, is a
small opening in the front of the lens. By contracting (closing) or dilating (open-
ing), the pupil determines how much light enters the eye. The iris, a circular muscle,
determines the eye’s color and controls the pupil’s size. The pupil dilates in dim light
but also when we see something we like, such as a beautiful painting or a cute baby
(Tombs & Silverman, 2004).

Behind the iris, muscles change the shape of the lens. They flatten it to focus on
distant objects and thicken it to focus on closer objects. This process is called accom-
modation. The lens and cornea work together to collect and focus light rays reflected
from an object.

RODS AND CONES The retina has two types of receptor cells: rods and cones. The
name of each type comes from its distinctive shape. Rods respond at extremely low
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levels oflight and are responsible primarily for night vision. They do not support color
vision, and they are poor at fine detail. This is why, on a moonless night, objects appear
in shades of gray. In contrast to rods, cones are less sensitive to low levels of light.
They are responsible primarily for vision under brighter conditions and for seeing
both color and detail. Within the rods and cones, light-sensitive chemicals initiate the
transduction of light waves into electrical neural impulses.

Each retina holds approximately 120 million rods and 6 million cones. Near the
retina’s center, cones are densely packed in a small region called the fovea. Although
cones are spread throughout the remainder of the retina (except in the blind spot,
as you will see shortly), they become increasingly scarce near the outside edge.
Conversely, rods are concentrated at the retina’s edges. None are in the fovea. If you
look directly at a very dim star on a moonless night, the star will appear to vanish. Its
light will fall on the fovea, where there are no rods. If you look just to the side of the
star, however, the star will be visible. Its light will fall just outside the fovea, where
there are rods.

TRANSMISSION FROM THE EYE TO THE BRAIN The visual process begins
with the generation of electrical signals by the sensory receptors in the retina. These
receptors contain photopigments, protein molecules that become unstable and split
apart when exposed to light. Rods and cones do not fire action potentials like other
neurons. Instead, decomposition of the photopigments alters the membrane poten-
tial of the photoreceptors and triggers action potentials in downstream neurons.
Immediately after light is transduced by the rods and cones, other cells in the middle
layer of the retina perform a series of sophisticated computations. The outputs from
these cells converge on the retinal ganglion cells (FIGURE 5.11). Ganglion cells are the
first neurons in the visual pathway with axons. During the process of seeing, they are
the first neurons to generate action potentials.

The ganglion cells send their signals along their axons from inside the eye to the
thalamus. These axons are gathered into a bundle, the optic nerve, which exits the
eye at the back of the retina. The point at which the optic nerve exits the retina has
no rods or cones, producing a blind spot in each eye. If you stretch out one of your
arms, make a fist, and look at your fist, the size that your fist appears to you is about
the size of your blind spot. The brain normally fills in this gap automatically, so you
assume the world continues and are not aware that a blind spot exists in the middle
of your field of vision. However, you can find your blind spot by using the exercise in
FIGURE 5.12.

Atthe optic chiasm, half of the axonsin the optic nerves cross. (The axons that cross
are the ones that start from the portion of the retina nearest the nose.) This arrange-
ment causes all information from the left side of visual space (i.e., everything visible
to the left of the point of gaze) to be projected to the right hemisphere of the brain, and
vice versa. In each case, the information reaches the visual areas of the thalamus and
then travels to the primary visual cortex, cortical areas in the occipital lobes at the
back of the head. The pathway from the retina to this region carries all the informa-
tion that we consciously experience as seeing.

“"WHAT" AND "“WHERE"™ PATHWAYS One important theory proposes that
visual areas beyond the primary visual cortex form two parallel processing streams,
or pathways. The lower, ventral stream appears to be specialized for the perception
and recognition of objects, such as determining their colors and shapes. The upper,
dorsal stream seems to be specialized for spatial perception—determining where
an object is and relating it to other objects in a scene. (Both streams are shown in
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fovea

The center of the retina, where cones
are densely packed.
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Find Your Blind Spot

To find your blind spot using your
right eye, hold this book in front of
you and look at the dot. Close your
left eye. Move the book toward and
away from your face until the rabbit's
head disappears. You can repeat this
exercise for your left eye by turning
the book upside down.




FIGURE 5.1 How We Are Able to See

n Physical stimulus: E Sensation: E Transduction:
Light waves reflected from Sensory receptors in the Rods and cones convert light waves
the image pass through the retina, called rods and into signals. Those signals are
cornea and enter the eye cones, detect the light processed by ganglion cells, which
through the pupil. The lens waves. generate action potentials that are
focuses the light on the sent to the brain by the optic nerve.
retina. / \\

Ganglion cells Rod Cone

Retina Middle layer

Light waves Cornea

Blind spot

Optic nerve

Figure 5.10.) These two processing streams are therefore known as the “what” stream
and the “where” stream (Ungerleider & Mishkin, 1982).

Damage to certain regions of the visual cortex provides evidence for distinguish-
ing between these two streams of information. Consider the case of D.F. (Goodale &
Milner, 1992). At age 34, she suffered carbon monoxide poisoning that damaged her
visual system. Regions involved in the “what” pathway were particularly damaged. D.F.
was no longer able to recognize the faces of her friends and family members, common
objects, or even drawings of squares or of circles. She could recognize people by their
voices, however, and objects if they were placed in her hands. Her condition—object
agnosia, the inability to recognize objects—was striking in what she could and could
not do. For example, if she were asked to draw an apple, she could do so from memory.
But when shown a drawing of an apple, she could not identify or reproduce it.

Nonetheless, D.F. could use visual information about the size, shape, and orienta-
tion of the apple to control visually guided movements. She could reach around other
objects and grab the apple. In performing this action, D.F. would put exactly the right
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Left visual

Right visual B Perception:
field

o, field Signals from each visual field are
processed on one side of each
retina. They travel along the optic
nerve and through the thalamus,
and they are processed in the
visual cortex that is opposite the
visual field.

Optic nerve

Thalamus

Left primary Right primary
visual cortex visual cortex

distance between her fingers, even though she could not tell you what she was going to
pick up or how large it was. Because D.F’s conscious visual perception of objects—her
“what” pathway—was impaired, she was not aware of taking in any visual informa-
tion about objects she saw. Because her “where” pathway appeared to be intact, these
regions of her visual cortex allowed her to use information about the size and location
of objects despite her lack of awareness about those objects. As illustrated by D.F’s
case, different neurological systems operate independently to help us understand the
world around us.

The Color of Light Is Determined
by Its Wavelength

We can distinguish among millions of shades of color. An object appears to be a
particular color, however, because of the wavelengths of light it reflects. The color

HOW ARE WE ABLE TO SEE?




Shorter waves Medium-length
range from waves range from
blue to violet. yellow to green.

100

Cones’

is not a property of the object. It is a weird but true fact:
Color does not exist in the physical world. Color is always
a product of our visual system.

Visible light consists of electromagnetic waves rang-
ing in length from about 400 to 700 nanometers (abbre-
viated nm; this length is about one billionth of a meter).
In simplest terms, the color of light is determined by the
wavelengths of the electromagnetic waves that reach the
eye. In the center of the retina, the cone cells transduce

Longer waves
range from
red to orange.

e
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FIGURE 5.13

The Experience of Color

The color of light is determined by the
wavelength of the electromagnetic
wave that reaches the eye. This

graph shows the percentage of light
at different wavelengths that is
absorbed by each kind of cone.
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FIGURE 5.14

Red-Green Color Blindness

You should be able to see the number
45 in one of these circles. (a) If you
are not red-green color-blind, you will
see 45 here. (b) If you are red-green
color-blind, you will see 45 here.
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light into neural impulses. Different theories account for
this transduction.

TRICHROMATIC THEORY According to the trichromatic theory, color vision results
from activity in three different types of cones. These receptors are sensitive to differ-
ent wavelengths. One type of cone is most sensitive to short wavelengths (blue-violet
light), another type is most sensitive to medium wavelengths (yellow—green light), and
the third type is most sensitive to long wavelengths (red—-orange light; FIGURE 5.13). The
three types of cones in the retina are therefore called “S,” “M,” and “L” cones because they
respond maximally to short, medium, and long wavelengths, respectively. For example,
yellow light looks yellow because it stimulates the L and M cones about equally and
hardly stimulates the S cones. In fact, we can create yellow light by combining red light
and green light because each type of light stimulates the corresponding cone population.
As far as the brain can tell, there is no difference between yellow light and a combination
of red light and green light!

There are two main types of color blindness, determined by the relative activity
among the three types of cone receptors. The term blindness is somewhat mislead-
ing, because these people do see color. They just have partial blindness for certain
colors. People may be missing the photopigment sensitive to either medium or long
wavelengths, resulting in red-green color blindness. Alternatively, they may be miss-
ing the short-wavelength photopigment, resulting in blue-yellow color blindness
(FIGURE 5.14). These genetic disorders occur in about 8 percent of males but less than
1percent in females.

OPPONENT-PROCESS THEORY Some aspects of color vision, however, cannot be
explained by the responses of three types of cones in the retina. For example, why
can some people with red—green color blindness see yellow? In addition, people have
trouble visualizing certain color mixtures. It is easier to imagine reddish yellow or
bluish green, say, than reddish green or bluish yellow. In addition, some colors seem
to be “opposites.”

An alternative to trichromatic theory is opponent-process theory (Hering, 1878/1964).
According to this theory, red and green are opponent colors, as are blue and yellow. When
we stare at a red image for some time, we see a green afterimage when we look away;
when we stare at a green image, we see a red afterimage. Likewise, when we stare at a
blue image for some time, we see a yellow afterimage when we look away; when we stare
at ayellow image, we see a blue afterimage (FIGURE 5.15).

Since colors are themselves optical effects, how do we account for what appear
to be opponent colors? For this explanation, we must turn to the second stage in
visual processing. This stage occurs in the ganglion cells—the cells that make up
the optic nerve, which carries information to the brain. Different combinations of
cones converge on the ganglion cells in the retina. One type of ganglion cell receives
excitatory input from L cones (the ones that respond to long wavelengths, which
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are seen as red), but it is inhibited by M cones
(medium wavelengths, which are seen as
green). Cells of this type create the perception
that red and green are opponents. Another type
of ganglion cell is excited by input from S cones
(short wavelengths, which are seen as blue), but

it is inhibited by both L- and M-cone activity
(when light includes long and medium wave-
lengths, the perception is of yellow). These different types of ganglion cells, working
in opposing pairs, create the perception that blue and yellow are opponents.

HUE, SATURATION, AND BRIGHTNESS Ultimately, how the brain converts physi-
cal energy to the experience of color is quite complex and can be understood only by
considering the response of the visual system to different wavelengths at the same
time. In fact, when we see white light, our eyes are receiving the entire range of wave-
lengths in the visible spectrum (FIGURE 5.16).

(@) White light

A prism can break apart \\
visible light to show the
spectrum of colors. T~
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FIGURE 5.16

The Color Spectrum

(@) When white light shines through a prism, the spectrum of color that is visible to humans is
revealed. As shown here, the visible color spectrum is only a small part of the electromagnetic
spectrum: It consists of electromagnetic wavelengths from just under 400 nm (the color violet)

to just over 700 nm (the color red). By using night-vision goggles, humans are able to see infrared
waves (i.e., waves below red in terms of frequency). (b) Some insects can see ultraviolet light (i.e., light
greater than violet in terms of frequency). This ability helps them find a flower’s nectar glands, which
can appear fluorescent in UV illumination. (c) When humans view the same flowers under visible light,
they do not see the same nectar patterns that the insects see.

FIGURE 5.15

Afterimage

For at least 30 seconds, stare at this
version of the Union Jack, flag of the
United Kingdom. Then look at the
blank space to the right. Because your
receptors have adapted to the green
and orange in the first image, the
afterimage appears in the opponent
colors red and blue. You can tell that
afterimages are caused by events in
the retina, because the afterimage
moves with you as you move your eyes,
as though it is “painted” on the retina.
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(b)

FIGURE 5.17

Brightness Versus Lightness
(a) Which blue is brighter, the navy
blue on the left or the light blue on
the right? (b) For each pair, which
central square is lighter? In fact,
the central squares in each pair are
identical. Most people see the gray
square that is surrounded with red,
for example, as lighter than the gray
square surrounded with green.
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Color is categorized along three dimensions: hue, saturation, and brightness. Hue
consists of the distinctive characteristics that place a particular color in the spectrum—
the color’s greenness or orangeness, for example. These characteristics depend primar-
ily on the light’s dominant wavelength when it reaches the eye. Saturation is the purity of
the color. Saturation varies according to the mixture of wavelengths in a stimulus. Basic
colors of the spectrum (e.g., blue, green, red) have only one wavelength, whereas pastels
(e.g., baby blue, lime green, and pink) have a mixture of many wavelengths, so they are
less pure. Brightness is the color’s perceived intensity. This characteristic is determined
chiefly by the total amount of light reaching the eye—think of the difference between, say,
anavy blue and a pale blue of the same shade (FIGURE 5.17A).

Do not confuse brightness with lightness. The lightness of a visual stimulus is deter-
mined by the brightness of the stimulus relative to its surroundings. Thus, two exam-
ples of the same color—two grays with the same brightness, say—can differ in lightness.
The lightness of each example will depend on the level of brightness that surrounds it.
Because lightness is related to the context in which a color appears, it is more useful than
brightness for describing appearance (FIGURE 5.17B).

Perceiving Objects Requires Organization
of Visual Information

Within the brain, what exactly happens to the information the senses take in about an
object’s features? How does that information get organized? Optical illusions are among
the tools psychologists have for understanding how the brain uses such information.
Many perceptual psychologists believe that illusions reveal the mechanisms that help
visual systems determine the sizes and distances of objects in the environment. In doing
so, illusions illustrate how we form accurate representations of the three-dimensional
world. Researchers rely on these tricks to reveal automatic perceptual systems that, in
most circumstances, result in accurate perception (FIGURE 5.18).

FIGURE 5.18

Optical Illusions

(@) The Ouchi illusion was named for the Japanese artist Hajime Ouchi, who invented it. This illusion
shows how we separate a figure from its background. The circle is made of lines offset from the
rest of the display. Scrolling the image horizontally or vertically gives a much stronger effect. Some
people report seeing colors and movement. (b) The McCollough effect was named for the vision
researcher Celeste McCollough, who first described it. Alternate your gaze from the green stimulus
with vertical lines to the magenta stimulus with horizontal lines, changing from one to the other
about every second for 40 seconds. Then look at the black-and-white stimulus with horizontal

and vertical lines. You should see magenta vertical lines and green horizontal lines. Because the
McCollough effect can last for hours or even a day, it cannot be explained by simple neural fatigue
(where neurons reduce firing after repeated use). For this reason, the effect more likely occurs in
higher brain regions, not in the eye. As noted in the text, the visual system is especially primed to
process information about edges, and color-related edge perception may be involved.
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GESTALT PRINCIPLES OF PERCEPTUAL ORGANIZATION Gestaltis a German
word that means “shape” or “form.” Gestalt psychologists theorized that perception
is more than the result of accumulating sensory data. They postulated that the brain
uses innate principles to organize sensory information into organized wholes. These
principles explain why we perceive, say, “a car” as opposed to “metal, tires, glass, door
handles, hubcaps, fenders,” and so on. For us, an object exists as a unit, not as a collection
of features. The Gestalt perceptual grouping rules include:

= Proximity: The closer two figures are to each other, the more likely we are to
group them and see them as part of the same object (FIGURE 5.19).

= Similarity: We tend to group figures according to how closely they resemble
each other, whether in shape, color, or orientation (FIGURE 5.20).

In accordance with the principles of similarity and proximity, we tend to clus-
ter elements of the visual scene. Clustering enables us to consider a scene as a
whole rather than as individual parts. For example, we often perceive a flock of
birds as a single entity because all the elements, the birds, are similar and in close
proximity.

= Continuity: We tend to group together edges or contours that have the same
orientation, known as “good continuation” to Gestalt psychologists. Good
contour (boundary line) continuation appears to play a role in completing an
object behind an occluder, which can be anything that hides a portion of an object
or an entire object from view (FIGURE 5.21A). Good continuation may operate
over features that are more complex than contours, however (FIGURE 5.21B).

= Closure: We tend to complete figures that have gaps (FIGURE 5.22).

= Tllusory contours: We sometimes perceive contours and cues to depth even
when they do not exist (FIGURE 5.23).

FIGURE AND GROUND One of the visual perception system’s most basic organiz-
ing principles is distinguishing between figure and ground. A classic illustration is
the reversible figure illusion. Look back at Figure 1.18, where you can see either a full
face or two faces looking at each other—but not both at the same time. In identifying
either figure—indeed, any fisure—the brain assigns the rest of the scene to the back-
ground. In this illusion, the “correct” assignment of figure and ground is ambiguous.
The figures periodically reverse (switch back and forth) as the visual system strives
to make sense of the stimulation. In ways like this, visual perception is dynamic and
ongoing.

Richard Nisbett and colleagues (2001) have demonstrated cultural differ-
ences between Eastern people’s perceptions and Western people’s perceptions.
Easterners focus on a scene holistically, whereas Westerners focus on single
elements in the forefront. Thus, Easterners are more likely to be influenced by
the (back)ground of a figure, and Westerners are more likely to extract the figure
from its (back)ground.

Now look back at Figure 1.17. In this illusion, it is hard to see the Dalmatian stand-
ing among the many black spots scattered on the white background. This effect occurs
because the part of the image corresponding to the dog lacks contours that define
the dog’s edges and because the dog’s spotted coat resembles the background. Many
observers find that they first recognize one part of the dog—say, the head. From that
detail, they are able to discern the dog’s shape. Once you perceive the dog, it becomes
difficult to not see it the next time you look at the figure. Thus, experience can inform
shape processing.
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FIGURE 5.19

Proximity

These 16 dots are not necessarily part
of any group. Because of the Gestalt
principle of proximity, they appear to
be grouped as three objects.
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FIGURE 5.20

Similarity

Because of similarity, this rectangle
appears to consist of two locked
pieces.

.

(a)

(b)

FIGURE 5.21

Good Continuation

(a) We tend to interpret intersecting
lines as continuous. Here, as a result,
the bar appears to be completely
behind the occluder. (b) In this
drawing by the vision scientist Peter
Tse, two cats appear to be one
extremely long cat wrapped around
the pole. Yet no continuous contours
permit this completion, and we know
a cat is unlikely to be so long.
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FIGURE 5.22 Closure We find
it difficult to see these forms as
separate, not parts of a triangle.
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FIGURE 5.23 lllusory Contours
(a) Here, the contours are implied.

(b) Here, the cues to depth are implied.
The triangle is an illusion created by our
visual system. It also appears brighter
than the surrounding area, as would be
expected if it were closer to us.

FIGURE 5.24 Face Perception
A face that appears to be crying can
be seen in this dramatic photo of a
Norwegian glacier.

FACE PERCEPTION One special class of objects that the visual system is sensitive
to is faces. Indeed, any pattern in the world that has face-like qualities will look like
aface (FIGURE 5.24). As highly social animals, humans are well able to perceive and
interpret facial expressions. Several studies support the idea that human faces reveal
“special” information that is not available in any other way. For example, we can more
readily discern information about a person’s mood, attentiveness, sex, race, age, and
so on by looking at that person’s face than by listening to the person talk, watching the
person walk, or studying his or her clothing (Bruce & Young, 1986).

People are better at recognizing members of their own race or ethnic group,
however, than at recognizing members of other races or ethnic groups. There is some
truth to the saying that others all look alike, but the saying applies to all groups. This
effect may occur because people have more exposure to people of their own race or
ethnicity (Gosselin & Larocque, 2000). In the United States, where whites greatly
outnumber blacks, whites are much better at recognizing white faces than at recog-
nizing black faces (Brigham & Malpass, 1985).

Some people have particular deficits in the ability to recognize faces—a condition
known as prosopagnosia—but not in the ability to recognize other objects (Susilo &
Duchaine, 2013). As discussed earlier in this chapter, patient D.F. has prosopagnosia,
so she cannot tell one face from another. Still, she is able to judge whether something
is a face or not and whether that face is upside down or not. This ability implies that
facial recognition differs from nonfacial object recognition (Steeves et al., 20086).

Faces are so important that certain brain regions appear to be dedicated solely
to perceiving them. As part of the “what” stream discussed earlier, certain cortical
regions, and even specific neurons, seem to be specialized to perceive faces. A number
of separate brain imaging studies have found that a region of the fusiform gyrus, in
the right hemisphere, may be specialized for perceiving faces (Grill-Spector, Knouf, &
Kanwisher, 2004; McCarthy, Puce, Gore, & Allison, 1997; FIGURE 5.25). Indeed, this
brain area responds most strongly to upright faces, as we would perceive them in the
normal environment (Kanwisher, Tong, & Nakayama, 1998).

People have a surprisingly hard time recognizing faces, especially unknown faces,
that are upside down. We are much worse at this task than we are at recognizing other
inverted objects. The inversion interferes with the way people perceive the relation-
ships among facial features (Hancock, Bruce, & Burton, 2000). For instance, if the
eyebrows are bushier than usual, this facial characteristic is obvious if the face is
upright but not detectable when the face is inverted. One interesting example of the
perceptual difficulties associated with inverted faces is evident in the Thatcher illu-
sion (Thompson, 1980; FIGURE 5.26).

In a series of studies, researchers found that people more quickly and accurately
recognize angry facial expressions than happy ones (Becker, Kenrick, Neuberg, Black-
well, & Smith, 2007). In addition, the researchers found that most people recognize
anger more quickly on a man’s face than on a woman’s, and they found the reverse for
happiness. The researchers think these results are due partly to people’s beliefs that
men express anger more often than women do and that women express happiness more
often than men do (i.e., the beliefs would be contributing to top-down processing—we
are more likely to “see” what we expect to see). They also think that female and male
facial features drive the effect. For example, bushy eyebrows low on the face are more
likely to be perceived as an expression of anger, and men typically have bushier and lower
eyebrows than women.

According to evolutionary psychology, there is an adaptive advantage to the detec-
tion of angry faces. Given that men in every society commit most violent crimes, it is
adaptive to be especially fast and accurate at recognizing angry male faces. Thus, facial
recognition supports an idea emphasized throughout this book: The brain is adaptive.
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Depth Perception IS Important for Participants were shown an array of

faces and objects.

Locating Objects

One of the visual system’s most important tasks is to locate objects in space.
Without this capacity, we would find it difficult to navigate in the world and
interact with things and people. One of the most enduring questions in psycho-
logical research is how we are able to construct a three-dimensional mental
representation of the visual world from two-dimensional retinal input. Our
ability to see depth in a photograph illustrates this point: A three-dimensional
array of objects creates exactly the same image on the retina that a photograph
of the same array of objects does. Despite this inherent ambiguity, we do not
confuse pictures with the scenes they depict.

We are able to perceive depth in the two-dimensional patterns of photo- Right Left
graphs, movies, videos, and television images because the brain applies hemisphagy Jaisphere
the same rules or mechanisms that it uses to work out the spatial relations
between objects in the three-dimensional world. To do this, the brain rapidly
and automatically exploits certain prior assumptions it has about the relation-
ship between two-dimensional image cues and the three-dimensional world.
Among these assumptions are cues that help the visual system perceive depth.
These depth cues can be divided into two types: Binocular depth cues are avail-
able from both eyes together and contribute to bottom-up processing. Monocu- \
lar depth cues are available from each eye alone and provide organizational Zpeeavg?:ﬁ:epberzﬁrl)i%r\lmf:;i?; ?S;ii‘;g:ﬁqd 2

information for top-down processing. gyrus. The right hemisphere responded
more strongly than the left, especially when
faces were presented among objects.

BINOCULAR DEPTH PERCEPTION One of the most important cues to
depth perception is binocular disparity (or retinal disparity). This cue is FIGURE 5.25
caused by the distance between humans’ two eyes. Because each eye has a Perceiving Faces

Brain imaging shows increased
activity in the right hemisphere when
faces are viewed.

binocular depth cues

Cues of depth perception that arise
from the fact that people have two
eyes.

monocular depth cues

FIGURE 5.26 .
The Thatcher Illusion Cue; of depth perception that are
available to each eye alone.

This effect got its name because it was first studied using photos of the former British prime

minister Margaret Thatcher. Here, the two inverted pictures of Mila Kunis look normal. Turn your binocular disparity

book upside down to reveal a different perspective. We tend to see the two faces as identical A depth cue: because of the distance
because the overall configuration is similar and we fail to notice the distortion. This effect between the two eyes, each eye
implies that we pay most attention to the eyes and mouth. As long as those features are oriented receives a slightly different retinal
correctly, the rest of the face appears normal even if it is not. image.
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_ _ slightly different view of the world, the brain has access to
;I;t;?nvtlSvtga:jissyﬁsrt]iTvzﬁts:gzvgginc;gect two different but overlapping retinal images. The brain uses
the disparity between these two retinal images to compute

] distances to nearby objects (FIGURE 5.27). The ability to

AN ‘ determine an object’s depth based on that object’s projec-
tions to each eye is called stereoscopic vision.

A related binocular depth cue is convergence. This term
N refers to the way that the eye muscles turn the eyes inward when
we view nearby objects. The brain knows how much the eyes

are converging and uses this information to perceive distance
(FIGURE 5.28).

A MONOCULAR DEPTH PERCEPTION Although binocular
A disparity is an important cue for depth perception, it is useful
| <— 65 millimeters _>| only for relatively close objects. Furthermore, we can perceive
depth even with one eye closed, because of monocular depth
The distance between from the distance cues. Artists routinely use these cues to create a sense of depth,
retinal images of objects between A and B in the so monocular depth cues are also called pictorial depth cues.
A and B is different right eye. This is an . . . .
in the left eye . . . important cue for depth. The Renaissance painter, sculptor, architect, and engineer
Leonardo da Vinci first identified many of these cues, which
FIGURE 5.27 include:
Binocular Disparity

To demonstrate your own binocular
disparity, hold one of your index
fingers out in front of your face and
close first one eye and then the other. = Familiar size: Because we know how large familiar objects are, we can tell how
Your finger appears to move because far away they are by the size of their retinal images.
each eye, due to its position relative
to the finger, has a unique retinal

= Occlusion: A near object occludes (blocks) an object that is farther away.

= Relative size: Far-off objects project a smaller retinal image than close objects
do, if the far-off and close objects are the same physical size.

= Linear perspective: Seemingly parallel lines appear to converge in the distance.
image.
(@ , (b)
i
When our eyes view a the eye muscles move the
nearby object . . . eyes toward each other.
FIGURE 5.28
Convergence
convergence (a) When viewing things at a distance, the eyes aim out on parallel lines. (b) As an object
A cue of binocular depth perception; approaches, the eyes converge. To demonstrate such convergence, hold one of your index
when a person views a nearby object, fingers out in front of your face, about a foot away. Slowly bring your finger toward your
the eye muscles turn the eyes inward.

eyes. Do you notice your eyes converging?
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FIGURE 5.29

Pictorial Depth Cues In this photo, the cues to depth include (a) occlusion, because

the woman's head is blocking the building; (b) position relative to the horizon, because the
woman seems nearer than the people and objects on the sidewalk; (c) relative size, because
this man projects a smaller retinal image than the men crossing the street; (d) familiar size,
since our knowledge of car sizes lets us estimate how far away this car is by the size of its
retinal image; (e) linear perspective, because the lines of the sidewalk appear to converge in
the distance; and (f) texture gradient, because the pattern on the pavement becomes denser
as the surface recedes from view.

= Texture gradient: As a uniformly textured surface recedes, its texture
continuously becomes denser.

= Position relative to horizon: All else being equal, objects below the horizon that
appear higher in the visual field are perceived as being farther away. Objects
above the horizon that appear lower in the visual field are perceived as being
farther away (FIGURE 5.29).

Size Perception Depends on Distance

The size of an object’s retinal image depends on that object’s distance from the
observer. The farther away the object is, the smaller its retinal image. To determine
an object’s size, then, the visual system needs to know how far away it is. Most of
the time, enough depth information is available for the visual system to work out an
object’s distance and thus infer how large the object is. Size perception sometimes
fails, however, and an object may look bigger or smaller than it really is (FIGURE 5.30).

This optical illusion arises when normal perceptual processes incorrectly repre-
sent the distance between the viewer and the stimuli. In other words, depth cues can
fool us into seeing depth when it is not there. Alternatively, a lack of depth cues can
fool us into not seeing depth when it is there. This section considers two phenomena
related to both depth perception and distance perception: Ames boxes (also called
Ames rooms) and the Ponzo illusion.

AMES BOXES Ames boxes were crafted in the 1940s by Adelbert Ames, a painter
turned scientist. These constructions present powerful depth illusions. Inside the
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FIGURE 5.30

Distance Perception

This picture, by Rebecca Robinson,
captures what appears to be a tiny
Sarah Heatherton standing on James
Heatherton's head. This illusion occurs
because the photo fails to present
depth information: It does not convey
the hill on which Sarah is standing.




FIGURE 5.31

The Ames Box

Ames played with depth cues to
create size illusions. For example, he
made a diagonally cut room appear
rectangular by using crooked windows
and floor tiles. When one child stands
in a near corner and another (of
similar height) stands in a far corner,
the room creates the illusion that
they are equidistant from the viewer.
Therefore, the closer child looks like a
giant compared with the child farther
away.

FIGURE 5.32

The Ponzo lllusion

The two horizontal lines appear to be
different sizes but are actually the
same length.
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Ames boxes, rooms play with linear perspective and other distance cues. One such
room makes a far corner appear the same distance away as anear corner (FIGURE 5.31).

Inanormal room and in this Ames box, the nearby child projects alarger retinal image
than the child farther away. Normally, however, the nearby child would not appeartobe a
giant, because the perceptual system would take depth into account when assessing size.
Here, the depth cues are wrong, so the nearby child appears farther away than he is, and
the disproportionate size of his image on your retina makes him look huge.

THE PONZO ILLUSION The Ponzo illusion, first described by the psycholo-
gist Mario Ponzo in 1913, is another classic example of a size/distance illusion
(FIGURE 5.32). The common explanation for this effect is that monocular depth
cues make the two-dimensional figure seem three-dimensional (Rock, 1984). As
noted earlier, seemingly parallel lines appear to converge in the distance. Here,
the two lines drawn to look like railroad tracks receding in the distance trick your
brain into thinking they are parallel. Therefore, you perceive the two parallel lines
in the center as if they are at different distances and thus different in size when
they actually are the same size.

This illusion shows how much we rely on depth perception to gauge size. The
brain defaults to using depth cues even when depth is absent. Once again, the brain
responds as efficiently as possible.

Motion Perception Has Internal and
External Cues

We know how motion can cue depth perception, but how does the brain perceive
motion? One answer is that we have neurons specialized for detecting movement. In
other words, these neurons fire when movement occurs. But how does the brain know
what is moving? If you look out a window and see a car driving past a house, how does
your brain know the car is moving and not the house? Sometimes we can experience
the illusion of movement when none is actually present (FIGURE 5.33).

Consider the dramatic case of ML.P,, a German woman. After receiving damage to
secondary visual areas of her brain—areas critical for motion perception—M.P. saw the
world as a series of snapshots rather than as a moving image (Zihl, von Cramon, & Mai,
1983). Pouring tea, she would see the liquid frozen in air and be surprised when her cup
overflowed. Before crossing a street, she might spot a car far away. When she tried to
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cross, however, that car would be right in front of her. M.P. had a unique
deficit: She could perceive objects and colors but not continuous
movement.
This section considers two phenomena that offer insights
into how the visual system perceives motion: motion
aftereffects and stroboscopic motion perception.

MOTION AFTEREFFECTS Motion aftereffects may
occur when you gaze at a moving image for a long
time and then look at a stationary scene. You expe-
rience a momentary impression that the new scene
is moving in the opposite direction from the moving
image. This illusion is also called the waterfall
effect, because if you stare at a waterfall and then
turn away, the scenery you are now looking at will
seem to move upward for a moment.

Motion aftereffects are strong evidence that motion-
sensitive neurons existin the brain. According to the theory
that explains this illusion, the visual cortex has neurons that
respond to movement in a given direction. When you stare at
a moving stimulus long enough, these direction-specific neurons
begin to adapt to the motion. That is, they become fatigued and there-
fore less sensitive. If the stimulus is suddenly removed, the motion detectors
that respond to all the other directions are more active than the fatigued motion detec-
tors. Thus, you see the new scene moving in the other direction.

STROBOSCOPIC MOTION PERCEPTION Movies are made up of still-frame images,
presented one after the other to create the illusion of motion pictures. This phenomenon
is based on stroboscopic movement, a perceptual illusion that occurs when two or more
slightly different images are presented in rapid succession (FIGURE 5.34).
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FIGURE 5.33

The Rotating Snakes lllusion
This illusion was created by the
psychologist Akiyoshi Kitaoka, who
has specialized in visual perception.
The “snakes" are not moving. Their
rotation is caused at least partly by
your eye movements.

FIGURE 5.34

How Moving Pictures Work
This static series would appear
transformed if you spun the wheel.
With the slightly different images
presented in rapid succession, the
stroboscopic movement would tell
your brain that you were watching a
moving horse.




FIGURE 5.35

Object Constancy

When you look at each of these
photos, your retinal image of the
bearded man is the same. Why, then,
does he appear larger in (a) than

in (b)?

object constancy

Correctly perceiving objects as
constant in their shape, size, color, and
lightness, despite raw sensory data
that could mislead perception.

Object Constancies Help When
Perspective Changes

Illusions occur when the brain creates inaccurate representations of stimuli. In
the opposite situation, object constancy, the brain correctly perceives objects as
constant despite sensory data that could lead it to think otherwise. Consider your
image in the mirror. What you see in the mirror might look like it is your actual
size, but the image is much smaller than the parts of you being reflected. (If you
doubt this claim, try tracing around the image of your face in a steamy bathroom
mirror.) Similarly, how does the brain know that a person is 6 feet tall when the
retinal image of that person changes size according to how near or far the person
is (FIGURE 5.35)? How does the brain know that snow is white and a tire is black,
even when snow at night or a tire in bright light might send the same cues to the
retina?

For the most part, changing an object’s angle, distance, or illumination does
not change our perception of that object’s size, shape, color, or lightness. But to
perceive any of these four constancies, we need to understand the relationship
between the object and at least one other factor. For size constancy, we need to
know how far away the object is from us. For shape constancy, we need to know
what angle or angles we are seeing the object from (FIGURE 5.36). For color
constancy, we need to compare the wavelengths of light reflected from the object
with those reflected from its background. Likewise, for lightness constancy, we
need to know how much light is being reflected from the object and from its back-
ground. In each case, the brain computes the relative magnitude rather than rely-
ing on each sensation’s absolute magnitude. The perceptual system’s ability to
make relative judgments allows it to maintain constancy across various percep-
tual contexts. Although their precise mechanisms are unknown, these constan-
cies illustrate that perceptual systems are tuned to detect changes from baseline
conditions, not just to respond to sensory inputs.

By studying how illusions work, many perceptual psychologists have come to
believe that the brain has built-in assumptions that influence perceptions. The
vast majority of visual illusions appear to be beyond our conscious control—we
cannot make ourselves not see illusions, even when we know they are not true

FIGURE 5.36

Object Constancy

The image on the retina is vastly different for these four drawings of a car. Since we know

how large a car normally is, knowing how far away the car is from us enables us to maintain
size constancy. Knowing the angles we are seeing the car from enables us to maintain shape
constancy. The shadows help maintain color and lightness constancy because they suggest the
angle of lighting and we know that light makes colors brighter.
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representations of objects or events (FIGURE 5.37). Thus, the visual system is a
complex interplay of constancies. These constancies enable us to see both a stable
world and perceptual illusions that we cannot control.

Summing Up
How Are We Able to See?

m Vision is our most important sense because it provides the most information about the
world.

= Visual transduction occurs when light enters the eye and activates the photoreceptors (rods
and cones).

= Rods permit night vision. Cones permit color vision and acuity.

= The human retina contains three types of cones. Each type responds best to one wavelength
of light: long, medium, or short.

= Color blindness results from the absence of photopigments sensitive to short, medium, or long
wavelengths.

= Trichromatic theory explains how just three types of cones account for all of the colors we see.
Opponent-process theory explains why we experience negative afterimages.

m Gestalt principles of perceptual organization describe innate brain processes that put
information into organized wholes.

= Binocular and monocular depth cues permit the perception of depth from a two-dimensional
retinal image.

= Visual illusions can arise when the eye receives conflicting evidence—for example, a size cue
that does not agree with a distance cue.

= Object constancies enable us to perceive images accurately even when the raw stimuli are
incomplete.

Measuring Up

1. Which of the following phenomena are addressed by trichromatic theory and opponent-
process theory, respectively?

We experience negative afterimages.

People are red-green color blind.

Three types of cones account for color vision.
It is hard to see something as reddish-green.

P PR

2. Which of the following sequences is the correct path of light through the eye?

retina, ganglion cells, photoreceptors, lens
lens, pupil, cornea, retina
cornea, pupil, lens, retina
retina, lens, pupil, cornea

P PR

3. Identify each of the following as a monocular or binocular depth cue.

relative size

retinal disparity

occlusion

convergence

texture gradient

position relative to the horizon
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FIGURE 5.37

The Tabletop lllusion

Created by the psychologist Roger
Shepard, this illusion demonstrates
the brain’s automatic perceptual
processes. Even when we know the
two tabletops are the same size and
shape—even if we have traced one
image and placed it on top of the
other—perspective cues make us
see them as different.
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Learning
Objectives

= Describe how sound waves are
transduced into neural activity
in the ear.

= Explain the significance of
temporal and place coding for
auditory perception.

= Discuss the advantages and
disadvantages of cochlear
implants.

audition

Hearing; the sense of sound
perception.

sound wave

A pattern of changes in air pressure
during a period of time; it produces
the percept of a sound.

FIGURE 5.38

Sound Waves

The (a) amplitude and (b) frequency
of sound waves are processed into the
perceptual experiences of loudness
and pitch.

5.3 How Are We Able to Hear?

For humans, hearing, or audition, is second to vision as a source of information about
the world. It is a mechanism for determining what is happening in an environment,
and it also provides a medium for spoken language.

The wonders of the auditory system are discussed by Daniel Levitin, a psychologist
and former professional musician, in his best-selling book This Is Your Brain on Music
(2006). Hearing music results from differences in brain activity, not from differentiated
sound waves. For instance, when you hear guitars, drums, and singing, nothing in the
sound waves themselves tells you which part of the music is which. Yet it is rather easy
for most people to pick out the separate features in a piece of music. Through activity in
different brain regions, the features all come together to create the experience of music.

Audition Results from Changes in
Air Pressure

The process of hearing begins when the movements and vibrations of objects cause
the displacement of air molecules. Displaced air molecules produce a change in air
pressure, and that change travels through the air. The pattern of the changes in air
pressure during a period of time is called a sound wave (FIGURE 5.38).

A sound wave’s amplitude determines its loudness: We hear a higher amplitude
as a louder sound. The wave’s frequency determines its pitch: We hear a higher
frequency as a sound that is higher in pitch. The frequency of a sound is measured
in vibrations per second, called hertz (abbreviated Hz). Most humans can detect
sound waves with frequencies from about 20 Hz to about 20,000 Hz. Like all other
sensory experiences, the sensory experience of hearing occurs within the brain,
as the brain integrates the different signals provided by various sound waves.

(a)

High amplitude wave
creates perception
of a loud sound.

Low amplitude wave
creates perception
of a soft sound.

'
Amplitude
(b) Low-frequency wave High-frequency wave
results in perception results in perception
of a low-pitched sound. of a high-pitched sound.
| | | |
"~ Vwsecond ! ™ %Yiosecond !

Frequency
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The ability to hear is based on the intricate interactions of vari-
ous regions of the ear. When changes in air pressure produce sound
waves within a person’s hearing distance, those sound waves arrive
at the person’s outer ear and travel down the auditory canal to the
eardrum. This membrane, stretched tightly across the canal, marks
the beginning of the middle ear. The sound waves make the eardrum
vibrate. These vibrations are transferred to ossicles, three tiny bones
commonly called the hammer, anvil, and stirrup. The ossicles trans-
fer the eardrum’s vibrations to the oval window. The oval window is
actually a membrane located within the cochlea, in the inner ear. The
cochlea is a fluid-filled tube that curls into a snail-like shape, with a
membrane at the end called the round window. Running through the
center of the cochlea is the thin basilar membrane. The oval window’s
vibrations create pressure waves in the cochlear fluid; these waves
prompt the basilar membrane to oscillate. Movement of the basi-
lar membrane stimulates hair cells to bend and to send informa-

. ) . . . “Great! O.K., this time I want you to sound taller,
tion to the auditory nerve. These hair cells are the primary auditory and let me hear a little more bair"”

receptors. Thus, sound waves, which are mechanical signals, hit the

eardrum and are converted to neural signals that travel to the brain along the auditory
nerve. This conversion of sound waves to brain activity produces the sensation of sound
(FIGURE 5.39). Auditory neurons in the thalamus extend their axons to the primary
auditory cortex, which is located in the temporal lobe.

SOUND LOCALIZATION Locating the origin of a sound is an important part of audi-
tory perception, but the sensory receptors cannot code where events occur. Instead,
the brain integrates the different sensory information coming from each ear.

Much of our understanding of auditory localization has come from research with barn
owls. These nocturnal birds have finely tuned hearing, which helps them locate their prey.
Infact,in adarklaboratory, abarn owl can locate a mouse through hearing alone. The owl
uses two cues to locate a sound: the time the sound arrives in each ear and the sound’s
intensity in each ear. Unless the sound comes from exactly in front or in back of the owl,
the sound will reach one ear first. Whichever side it comes from, the sound will be softer
on the other side because the owl’s head acts as a barrier. These differences in timing and
magnitude are minute, but they are not too small for the owl’s brain to detect and act on.
Although a human’s ears are not as finely tuned to the locations of sounds as an owl’s ears,
the human brain uses information from the two ears similarly (FIGURE 5.40).

VESTIBULAR SYSTEM Another sensory system that relies on the ears helps us to
maintain balance. The vestibular sense uses information from receptors in the semicir-
cular canals of the inner ear. These canals contain a liquid that moves when the head
moves, bending hair cells at the ends of the canal. The bending generates nerve impulses
that inform us of the head’s rotation. In this way, the vestibular sense is responsible for
our sense of balance. It explains why inner-ear infections or standing up quickly can
make us dizzy. The experience of being seasick or carsick results in part from conflicting
signals arriving from the visual system and the vestibular system.

Pitch Is Encoded by Frequency and Location

How does the firing of auditory receptors signal different frequencies of sound,
such as high notes and low notes? In other words, how is pitch coded by the audi-
tory system? Two mechanisms for encoding the frequency of an auditory stimulus
operate in parallel in the basilar membrane: temporal coding and place coding.

HOW ARE WE ABLE TO HEAR?

eardrum

A thin membrane that marks the
beginning of the middle ear; sound
waves cause it to vibrate.

vestibular sense

Perception of balance determined by
receptors in the inner ear.




FIGURE 5.39 How We Are Able to Hear

Kl stimuli: H Receptor steps: A Pathway to the brain: A Resulting perception:
Variations in air pressure These sound waves move These signals travel along the As a result, you hear
produce sound waves through the outer ear and make auditory nerve to the brain’s the sound.
that arrive at the ear. the eardrum vibrate, and then . . . primary auditory cortex.

Primary auditory
/) cortex

&

Thalamus

circular
- canals

Auditory nerve
(to brain)

i Eardru/m_ﬁm,‘
(tympanic
membrane) ,”

Auditory cal

[l move through the [E1 creating pressure waves in

?\gglsesii?gsct?)u\?ilggate // . ~ the inner ear’s fluid. These
The oo vibratior{ 4 *~. waves bend hair cells and
/ .
p V4 cause neurons on the basilar
causes the oval window /

membrane to fire neural signals.

to vibrate . . .

Sound vibrations

from oval window \“ .
= /\ Basilar _ Hair cells
. j membrane
- | Basilar
membrane
Sound causes
basilar membrane ~ Outer duct

to wave up and

Cochlea, partially
down

uncoiled

Pressure wave

Temporal coding is used to encode relatively low frequencies, such as the sound
of a tuba. The firing rates of cochlear hair cells match the frequency of the pres-
sure wave, so that a 1,000 Hz tone causes hair cells to fire 1,000 times per second.
temporal coding Physiological research has shown that this strict matching between the frequency
A mechanism for encoding low- of auditory stimulation and firing rate of the hair cells can occur only for relatively
frqugncy auditory stimuli in ‘,Nh'Ch low frequencies—up to about 4,000 Hz. At higher frequencies, temporal coding can
the firing rates of cochlear hair cells . . . . . . . .

be maintained only if hair cells fire in volleys, in which different groups of cells take

match the frequency of the sound
wave. turns firing, so that the overall temporal pattern matches the sound frequency.
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(b)

E) Sound reaches
left ear second,
indicating the
source is closer
to the right ear.

@ Sound reaches
right ear first.

€D Source of
sound (here,
a cell phone)

The second mechanism for encoding frequency is place coding. During the nine-
teenth century, Hermann von Helmholtz proposed that different receptors in the
basilar membrane respond to different frequencies, so that low frequencies would
activate a different type of receptor than high frequencies would. Later, the perceptual
psychologist Georg von Békésy discovered that Helmholtz’s idea was theoretically
correct but wrong in the details. Békésy (1957) discovered that different frequencies
activate receptors at different locations on the basilar membrane. The receptors are
similar but located in different places.

The basilar membrane responds to sound waves like a clarinet reed, vibrating
in resonance with the sound. Because the membrane’s stiffness decreases along its
length, higher frequencies vibrate better at its base, while lower frequencies vibrate
more toward its tip. Thus, hair cells at the base of the cochlea are activated by high-
frequency sounds; hair cells at the tip are activated by low-frequency sounds (Culler,
Coakley, Lowy, & Gross, 1943). The frequency of a sound wave, therefore, is encoded by
the receptors on the area of the basilar membrane that vibrates the most (FIGURE 5.41).

High frequencies displace basilar

Low frequencies displace basilar
membrane in base of cochlea.

membrane at tip of cochlea.

Direction of
sound movement—s

=

Basilar
membrane

P “Unrolled” cochlea

High frequency:
31600 Hz
of . \

Middle frequency:
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FIGURE 5.40

Auditory Localization

(a) Like barn owls, (b) humans draw
on the intensity and timing of sounds
to locate where the sounds are
coming from.

place coding

A mechanism for encoding high-
frequency auditory stimuli in which
the frequency of the sound wave is
encoded by the location of the hair
cells along the basilar membrane.

FIGURE 5.41

Place Coding

In this “unrolled” cochlea, high-,
medium-, and low-frequency sound
waves activate different regions of the
basilar membrane.




Using
Psychology
in Your Life

Are My Listening
Habits Damaging
My Hearing?
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Portable listening devices let us take
our music wherever we go. State-of-
the-art headphones and ear buds make
the listening experience like being in the
recording studio with our favorite artists.
But blasting music through headphones
and ear buds is a known cause of hearing
loss. According to the National Institutes
of Health (n.d.), noise-induced hearing
loss is caused by exposure to “sounds
that are too loud or loud sounds that last
a long time.” Exposure to music typically
occurs over long periods of time and thus
falls into the second category of risk.
Loud noises—in headphones or ear
buds, in the car, in a room, at a concert-can
permanently damage the sensitive hair
cells, or cilia, that line the ear canals and
transmit signals to the nerves involved
in sound perception. Once those cilia
are damaged, they cannot be repaired.
Eventually, they die. If we do not protect
those fragile structures, we will not be able
to rely on them to hear music, lectures, the
television, or any sounds at all.
Researchers based in New York City
studied the noise exposure of college
students who wuse personal listening
devices, such as iPods (Levey, Levey, &
Fligor, 2011). As students emerged from
the subway adjacent to the urban campus,
the researchers invited them to complete
a short questionnaire to assess their
music-listening habits and asked if they
would put their headphones or ear buds
on a special mannequin. This mannequin
was equipped with a sound level meter

that measured the intensity of the noise
coming from the headset.

On average, the music was playing at
92.6 decibels (about the intensity of a
power mower or a motorcycle roaring by).
The research participants reported using
their listening devices on average of 18.4
hours per week. The average intensity
and duration of noise exposure certainly
puts these students at risk for noise-
induced hearing loss. To hear examples
of other noises that can put your hearing
at risk, check out the National Institutes
of Health's “sound ruler”: nidcd.nih.gov/
health/hearing/pages/sound-ruler.aspx.

But how can we know if the energy
waves we are pumping through our head-
phones need to be taken down a notch
or two? The American Speech-Hearing-
Language Association (n.d.) says that
noise levels are dangerous if “you must
raise your voice to be heard, you can't
hear someone 3 feet away from you,
speech around you sounds muffled or dull
after you leave the noisy area, [or] you
have pain or ringing in your ears (this is
called ‘tinnitus’) after exposure to noise.”
According to the National Institutes of
Health (n.d.), “If you wear headphones,
the volume is too loud if a person stand-
ing near you can hear the music coming
through the headphones.”

Music is a part of who we are. But for
those of us who have not already suffered
hearing loss, so is our hearing. Enjoying
music while protecting our hearing will help
keep music part of us for the long haul.

Both temporal coding and place coding are involved in the perception of pitch.
Most of the sounds we hear—from conversations to concerts—are made up of many
frequencies and activate a broad range of hair cells. Our perception of sound relies on
the integrated activities of many neurons.

Cochlear Implants Assist the
Hearing Impaired

A cochlear implantis a small electronic device that can help provide the sense of sound to
aperson who has a severe hearing impairment. The implant was the first neural implant
used successfully in humans. Over 300,000 of these devices have been implanted world-
wide since 1984, when the U.S. Food and Drug Administration (FDA) approved them for
adults. In 1990, the FDA approved them for 2-year-olds. It has since approved them
for 1-year-olds. Over 38,000 children in the United States have cochlear implants.

The cochlear implant has helped people with severe hearing problems due to the
loss of hair cells in the inner ear. Unlike a hearing aid, the implant does not amplify
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sound. Rather, it directly stimulates the auditory nerve. The downside is that after the
implant is put in place, the person who received it loses all residual normal hearing in
that ear, because sound no longer travels along the ear canal and middle ear. Instead,
sound is picked up by a tiny microphone behind the ear, sent through a computer
processor, and then transmitted to the implant’s electrodes inside the cochlea. If the
devices are implanted at a young enough age in a congenitally deaf child (younger
than 2 years being optimal), the child’s hearing will be quite functional. He or she will
learn to speak reasonably normally (FIGURE 5.42).

The benefits of cochlear implants might seem indisputable to many people with
normal hearing. In the 1990s, however, deaf people who do not consider deafness a
disability voiced concerns that the implants might adversely affect deaf culture. In fact,
some deaf people believe that cochlear implants are a weapon being wielded by the
medical community to wipe out deaf culture. They see this effort as being an extreme
result of prejudice and discrimination against them, commonly known as audism. They
argue that cochlear implants disrupt the deaf community’s cohesiveness. While deaf
people with cochlear implants can still use sign language, apparently they are not always
welcome in the signing community (Chase, 2006). This attitude has slowly been chang-
ing, but is still held by many deaf signers.

Summing Up

How Are We Able to Hear?

= Sound is created when sound waves travel through the auditory canal to the eardrum,
producing vibrations in the cochlea, a fluid-filled canal in the inner ear.

= The sensory receptors for audition are hair cells.

= Hair cells bend when pressure waves build up in the fluid of the cochlea. The hair cells’
movement activates neurons in the auditory nerve.

= The vestibular system allows us to maintain balance, when it receives signals from the
semicircular canals in the inner ear.

= Temporal coding and place coding are responsible for the perception of pitch. Low-frequency
sounds result from temporal coding. At higher frequencies, groups of hair cells must take
turns firing. In place coding, the high-frequency sound waves are encoded by the location of
the hair cells along the basilar membrane.

= Cochlear implants directly stimulate the auditory nerve, correcting hearing loss caused by a
lack of hair cells in the inner ear.

Measuring Up

1.  Sound waves travel through the ear to the auditory nerve. Identify the order in which
the waves make contact with the following structures.

cochlea, eardrum, ossicles, oval window
eardrum, ossicles, oval window, cochlea
outer ear, oval window, cochlea, ossicles
ossicles, eardrum, oval window, cochlea

PR PP

2. Which of the following statements are true?

a. Temporal coding is how hair cells encode low-frequency sounds.
b. Place coding is how hair cells encode high-frequency sounds.

c. The frequency of a sound determines its pitch.

d. All of the above are true.

P (2)
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FIGURE 5.42

Cochlear Implants

Cochlear implants, such as the one
fitted on the side of this 10-year-old
girl's head, consist of a microphone
around the ear and a transmitter fitted
to the scalp, linked to electrodes that
directly stimulate the auditory nerve.
When implanted at a young age, these
devices can enable people with hearing
loss to learn to hear and speak.




Learning
Objectives

= Define the five basic taste
sensations.

= Describe how culture

influences taste perception.

gustation
The sense of taste.

taste buds

Sensory organs in the mouth that
contain the receptors for taste.

FIGURE 5.43 How We Are Able to Taste

El stimuli:

When you bite into something,
molecules dissolve in fluid on
your tongue and are received by . . .

\
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The job of gustation, our sense of taste, is to keep poisons out of our digestive systems
while allowing good food in. The stimuli for taste are chemical substances from food
that dissolve in saliva, though how these stimuli work is still largely a mystery. The
taste receptors are part of the taste buds. These sensory organs are mostly on the
tongue (in the tiny, mushroom-shaped structures called papillae) but are also spread
throughout the mouth and throat. Most individuals have approximately 8,000 to
10,000 taste buds. When food, fluid, or some other substance (e.g., dirt) stimulates
the taste buds, they send signals to the thalamus. These signals are then routed to the
frontal lobe, which produces the experience of taste (FIGURE 5.43).

There Are Five Basic Taste Sensations

In all the senses, a near-infinite variety of perceptual experiences arise from the acti-
vation of unique combinations of receptors. Scientists once believed that different
regions of the tongue were more sensitive to certain tastes, but they now know that the
different taste buds are spread relatively uniformly throughout the tongue and mouth
(Lindemann, 2001). Every taste experience is composed of a mixture of five basic
qualities: sweet, sour, salty, bitter, and umami (Japanese for “savory” or “yummy”).
Only within the last decade have scientists recognized umami as the fifth taste
sensation (Krulwich, 2007). This delicious taste was perhaps first created intention-
ally in the late 1800s, when the French chef Auguste Escoffier invented a veal stock
that did not taste primarily sweet, sour, salty, or bitter. Independently of Escoffier, in
1908, the Japanese cook and chemist Kikunae Tkeda identified the taste as arising

H Receptors:
taste receptors in taste buds (on
your tongue and in your mouth and
throat), which transmit that signal . . .

Papillae Taste buds \

Taste receptor

Nerve fiber
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from the detection of glutamate, a substance that occurs
naturally in foods such as meat, some cheese, and mush-
rooms. Glutamate is the sodium salt in glutamic acid, and
as monosodium glutamate—or MSG, which is commer-
cially available under the brand name Accent—it can be
added to various foods as a “flavor enhancer.”

Taste alone does not affect how much you like a certain
type of food. As you might know from having had colds,
food seems tasteless if your nasal passages are blocked.
That is because taste relies heavily on the sense of smell.
A food’s texture also matters: Whether a food is soft or
crunchy, creamy or granular, tender or tough affects the
sensory experience. That experience is also affected if the
food causes discomfort, as can happen with spicy chilies.
The entire taste experience occurs not in your mouth butin
your brain, which integrates these various sensory signals.

SUPERTASTERS Some people experience especially
intense taste sensations, a trait largely determined by
genetics. Linda Bartoshuk, the researcher who first
studied these individuals, whom she called supertasters,
found that they have more taste buds than normal

FIGURE 5.44

Are You a Supertaster?

The psychologist Linda Bartoshuk suggests the following test to determine
whether you are a supertaster. (1) Punch a small hole (about 7 millimeters
or .25 inches) into a small square of wax paper. (2) Swab some blue food
coloring on the front of your tongue, then place the wax paper over it.

(3) Use a magnifying glass to view the part of your tongue that shows
through the small hole. (4) You will see pink dots, which are the papillae.
They remain pink because they do not take up the blue dye. Count the
number of pink dots you can see in the small hole. In general, fewer than
15 papillae means you have fewer taste buds than average, 15to 35 is
average, and above 35 means you may be among the 25 percent of the
population who are supertasters.

tasters (Bartoshuk, Duffy, & Miller, 1994). Recent evidence, however, suggests that
underlying genetics, rather than the number of taste buds, is the major determi-
nant of whether a person is a supertaster (Garneau et al., 2014; FIGURE 5.44). First

E] Pathway to the brain:
along a cranial nerve, through the
thalamus, to other areas of your brain.

1 Resulting perception:
As a result, you know
the taste is good or bad.

Thalamus
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identified by their extreme dislike of bitter substances—such as grapefruit, broccoli,
and coffee—supertasters are highly aware of flavors and textures and are more likely
than others to feel pain when eating very spicy foods (Bartoshuk, 2000). They tend
to be thin. Women are more likely than men to be supertasters. Taster status is also
a function of age, because people lose half their taste receptors by age 20. Although
it might sound enjoyable to experience intense tastes, many supertasters and young
children are especially picky eaters because particular tastes can overwhelm them.
When it comes to sensation, more is not necessarily better.

Culture Influences Taste Preferences

Everyone has individual taste preferences. For example, some people hate anchovies,
while others love them. Some people love sour foods, while others prefer sweet ones.
These preferences come partly from differences in the number of taste receptors. The
same food can actually taste different to different people, because the sensation asso-
ciated with that food differs in different people’s mouths. But cultural factors influ-
ence taste preferences as well. Some cultures like red hot peppers, others like salty
fish, others rich sauces, and so on.

Scientific Thinking

Infant Taste Preferences Affected by
Mother's Diet

HYPOTHESIS: Taste preferences in newborns are influenced by their mothers’ food preferences
during the months immediately before and after birth.

RESEARCH METHOD:

Pregnant women were assigned at random to one of four groups instructed to drink a
certain beverage every day for two months before the baby’s birth and two months after
the baby’s birth:

Before birth After birth
Group 1: carrot juice water
Group 2: carrot juice carrot juice
Group 3: water carrot juice
Group 4: water water

RESULTS: Babies whose mothers
were in Groups 1, 2, or 3 |
preferred the taste of carrot juice
more than did babies whose
mothers were in Group 4 and

did not drink carrot juice.

CONCLUSION: Babies become
familiar with the taste of foods
their mothers consume around
the time of their birth, and they
prefer familiar tastes.

SOURCE: Mennella, J. A., Jagnow, C. P., & Beauchamp, G. K. (2001). Prenatal and postnatal
flavor learning by human infants. Pediatrics, 107, e88.
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Cultural influences on food preferences begin in the womb. In a study of infant food
preferences, pregnant women were assigned to four groups: Some drank carrot juice
every day during the last two months of pregnancy, then drank carrot juice again every
day during the first two months after childbirth; some drank a comparable amount of
water every day during both of those periods; some drank carrot juice during the first
period, then drank water during the second period; and some drank water during the
first period, then drank carrot juice during the second period (Mennella, Jagnow, &
Beauchamp, 2001). All the mothers breast-fed their babies, so the taste of what each
mother ate was in the breast milk that constituted each newborn’s sole food source
during the first few months oflife.

When the babies were several months old, they were all fed carrot juice (either
alone or mixed with their cereal). The infants whose mothers drank carrot juice
during the two months before childbirth, the first two months after childbirth, or
both periods showed a preference for carrot juice compared with the infants whose
mothers drank only water during those same months. Thus, through their own eating
behaviors before and immediately following birth, mothers apparently pass their
eating preferences on to their offspring. Once again, as noted throughout this book,
nature and nurture are inextricably entwined (see “Scientific Thinking: Infant Taste
Preferences Affected by Mother’s Diet”).

Summing Up
How Are We Able to Taste?

m Every taste experience is composed of a mixture of five basic qualities: sweet, sour, salty,
bitter, and umami (savory).

= People lose more than half of their tastebuds by age 20.

= Supertasters and children can be picky eaters due to the intense nature of their taste
experiences.

m Cultural factors influence taste perception. Foods consumed by breastfeeding mothers
influence taste preference in their offspring.

Measuring Up

1. Which of the following factors can influence taste preferences?

genetics

culture

exposure to flavors in the womb or via breast milk
texture of the food

all of the above

Pooow

2. If you had no taste buds, what would eating be like?

a. You could detect texture of food but not flavor.
You could detect flavor of food but not texture.
You could detect both flavor and texture.

You could not detect flavor or texture.
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e (2)
9 (1) :SYAMSNY

HOW ARE WE ABLE TO TASTE? 207




‘)
Learning 5.5 How Are We Able to Smell’

Ob j e CtiV es The human sense of smell is vastly inferior to that of many animals. For example, dogs
have 40 times more olfactory receptors than humans do and are 100,000 to 1 million times
more sensitive to odors. Our less developed sense of smell comes from our ancestors’ reli-
ance on vision. Yet smell’s importance in our daily lives is made clear, at least in Western
cultures, by the vast sums of money spent on fragrances, deodorants, and mouthwash.

= Describe the neural pathway
for smell.

= Explain the relationship
between pheromones and

Smell Detects Odorants

smell.
Of all the senses, smell, or olfaction, has the most direct route to the brain. It may, however,
be the least understood sense. Like taste, it involves the sensing of chemicals that come
from outside the body. We smell something when chemical particles, or odorants, pass
into the nose and, when we sniff, into the nasal cavity’s upper and back portions.

In the nose and the nasal cavity, a warm, moist environment helps the odorant
olfaction molecules come into contact with the olfactory epithelium. This thin layer of tissue
The sense of smell. is embedded with thousands of smell receptors. Each receptor is responsive to
olfactory epithelium different odorants. It remains unclear exactly how these receptors encode distinct
A thin layer of tissue, within the nasal smells. One possibility is that each type of receptor is uniquely associated with a
cavity, that contains the receptors for specific odor. (For example, one type would encode only the scent of roses.) This
smell. explanation is unlikely, however, given the huge number of scents we can detect.

(Moreover, the scent of arose actually consists of a mixture of 275 chemical compo-
nents [Ohloff, 1994]. The combination of these odorants produces the smell that we
recognize as arose.) According to arecent estimate, humans can discriminate more

FIGURE 5.45 How We Are Able to Smell

Hl stimuli: H Receptors:
When you smell something, Olfactory receptors, in the olfactory
odorants pass into your epithelium, transmit the signal to the
nose and nasal cavity. olfactory bulb, which transmits it . . .

Olfactory bulb Olfactory nerve

Nasal
Odorants  passage

Olfactory Receptors
epithelium
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than one trillion odorants (Bushdid, Magnasco, Vosshall, & Keller, 2014). Thus, a olfactory bulb
more likely possibility regarding encoding is that each odorant stimulates several The brain center for smell, located
types of receptors and the activation pattern across these receptors determines the below the frontal lobes.
olfactory perception (Lledo, Gheusi, & Vincent, 2005). As in all sensory systems,
sensation and perception result from the specificity of receptors and the pattern of
receptor responses.
Unlike other sensory information, smell signals bypass the thalamus, the early relay
station. Instead, the smell receptors transmit information direct to the olfactory bulb.
Located just below the frontal lobes, the olfactory bulb is the brain center for smell.
From the olfactory bulb, smell information goes to other brain areas.
Information about whether a smell is pleasant or unpleasant is processed in the
brain’s prefrontal cortex, and people can readily make that distinction. However,
although humans can discriminate over one trillion different odors, most people are
pretty bad at identifying odors by name (Yeshurun & Sobel, 2010). Think about the
smell of newly fallen rain. Even though it is familiar, it is hard to describe. If you test
this claim by asking your friends or relatives to close their eyes and name familiar
food items from the fridge, they will probably not be able to identify the smells at least
halfthe time (de Wijk, Schab, & Cain, 1995). Women, though, are generally better than
men at identifying odors (Bromley & Doty, 1995; Lehrner, 1993; Schab, 1991).
The intensity of a smell is processed in brain areas that are also involved in emotion
and memory (Anderson, Christoff et al., 2003). As a result, it is not surprising that
olfactory stimuli can evoke feelings and memories (FIGURE 5.45). For example, many
people find that the aromas of certain holiday foods cooking, the smell of bread baking,
and/or the fragrances of particular perfumes generate fond childhood memories.

E] Pathway to the brain: A Resulting perception:
along the olfactory nerve, to areas As a result, you know the smell is

of the cortex and amygdala. good or bad and may even experience

— memories related to the smell.

Prefrontal

cortex (processes
whether smell is
pleasant or aversive)
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Learning
Objectives

= Describe how the sense of
touch is processed by the skin
and brain.

= Distinguish between the two
types of pain.

= Discuss gate control theory
and the control of pain.

Pheromones Are Processed Like
Olfactory Stimuli

The sense of smell is also involved in an important mode of communication and
involved in social behavior. Pheromones are chemicals released by animals, prob-
ably including humans, that trigger physiological or behavioral reactions in other
animals and insects. These chemicals do not elicit “smells” that we are conscious
of, but they are processed in a manner similar to the processing of olfactory stim-
uli. Specialized receptors in the nasal cavity respond to the presence of phero-
mones. Pheromones play a major role in sexual signaling in many animal species,
and they may affect humans in similar ways (as discussed in Chapter 10, “Emotion
and Motivation”).

Summing Up
How Are We Able to Smell?

m QOdorants are chemical particles, outside the body, that can be detected by smell receptors.
= Smell receptors are located in the olfactory epithelium, in the lining of the nose and nasal cavity.

= Of all the senses, olfaction has the most direct route to the brain. Smell is the only sense not
processed via the thalamus.

= Smell receptors send signals to the olfactory bulb, just below the frontal lobes, for processing.

= Humans can discriminate between thousands of odors but have difficulty naming what they
smell.

= Pheromones activate smell receptors but are not identified as odors. Pheromones motivate
mating behaviors in nonhuman animals and may affect humans similarly.

Measuring Up

1. Which of the following sequences is the neural pathway for smell?

olfactory epithelium, olfactory nerve, thalamus, olfactory bulb

olfactory epithelium, olfactory bulb, olfactory nerve, frontal cortex and other brain areas
olfactory nerve, olfactory epithelium, frontal cortex and other brain areas, olfactory bulb
olfactory nerve, thalamus, olfactory epithelium, frontal cortex and other brain areas

R PR

2. True or false: Because pheromones are processed like odorants, they can be smelled.

'9sie4 (2)
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5.6 How Are We Able to Feel
Touch and Pain?

Touch, the haptic sense, conveys sensations of temperature, pressure, and of pain.
It also delivers a sense of where our limbs are in space. A system related to touch
is the kinesthetic sense. Kinesthetic sensations come from receptors in muscles,
in tendons, and in joints. This information enables us to pinpoint the positions in
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space and the movements of our bodies and our limbs. Thus, it helps us coordinate
voluntary movement and is invaluable in avoiding injury.

The Skin Contains Sensory Receptors
For Touch

Anything that makes contact with our skin provides tactile stimulation. This
stimulation gives rise to the experience of touch. In fact, skin is the largest organ
for sensory reception because of its large surface area. The haptic receptors for
both temperature and pressure are sensory neurons that reach to the skin’s outer
layer. Their long axons enter the central nervous system by way of spinal or cranial
nerves. (Simply put, spinal nerves travel from the rest of the body into the spinal
cord and then to the brain. By contrast, cranial nerves connect directly to the brain.)

For sensing temperature, there appear to be receptors for warmth and recep-
tors for cold. Intense stimuli can trigger both warmth and cold receptors, however.
Such simultaneous activation can produce strange sensory experiences, such as a
false feeling of wetness. Some receptors for pressure are nerve fibers at the bases
of hair follicles that respond to movement of the hair. Four other types of pressure
receptors are capsules in the skin. These receptors respond to continued vibration;
to light, fast pressure; to light, slow pressure; or to stretching and steady pressure.

The integration of various signals and higher-level mental processes produces
haptic experiences (FIGURE 5.46). For instance, stroking multiple pressure points
can produce a tickling sensation, which can be pleasant or unpleasant, depending on
the mental state of the person being tickled. By the way, imaging research has helped
answer the question of why we cannot tickle ourselves: The brain areas involved in
touch sensation respond less to self-produced tactile stimulation than to external
tactile stimulation (Blakemore, Wolpert, & Frith, 1998).

Touch information travels from the thalamus to the primary somatosensory
cortex, in the parietal lobe. As discussed in Chapter 3, electrical stimulation of the
primary somatosensory cortex can evoke the sensation of touch in different regions
of the body (see Figure 3.27a). Large amounts of cortical tissue are devoted to sensi-
tive body parts, such as the fingers and the lips. Very little cortical tissue is devoted
to other areas, such as the back and the calves. As a result, you can probably tell what
something is if you feel it with your fingers, but you will not have equal sensitivity if
the same thing touches your back.

There Are Two Types of Pain

Pain is part of a warning system that stops you from continuing activities that may
harm you. For example, the message may be to remove your hand from a jagged
surface or to stop running when you have damaged a tendon. Children born with a
rare genetic disorder that leaves them insensitive to pain usually die young, no matter
how carefully they are supervised. They simply do not know how to avoid activities
that harm them or to report when they are feeling ill (Melzack & Wall, 1982).

Pain receptors exist throughout the body, not just in the skin. Like other sensory
experiences, the actual experience of pain is created by the brain. For instance, a
person whose limb has been amputated may sometimes feel phantom pain in the
nonexistent limb (see Figure 340). The person really feels pain, but the pain occurs
because of painful sensations near the site of the missing limb or even because of a
nonpainful touch on the cheek. The brain simply misinterprets the resulting neural
activity.

HOW ARE WE ABLE TO FEEL TOUCH AND PAIN?

haptic sense
The sense of touch.

kinesthetic sense

Perception of the positions in space
and movements of our bodies and our
limbs.




FIGURE 5.46 How We Are Able to Experience Touch:
The Haptic Sense

Skin surface

El stimuli: 4
When you touch something,
your skin registers the v
temperature and the pressure.
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Temperature and pressure
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Most experiences of pain result when damage to the skin activates haptic receptors.
The nerve fibers that convey pain information are thinner than those for temperature and
for pressure and are found in all body tissues that sense pain: skin, muscles, membranes
around both bones and joints, organs, and so on. Two kinds of nerve fibers have been iden-
tified for pain: fast fibers for sharp, immediate pain and slow fibers for chronic, dull, steady
pain.

An important distinction between these fibers is the myelination or nonmyelination
of their axons, which travel from the pain receptors to the spinal cord. As discussed in
Chapter 3, myelination speeds up neural communication. Myelinated axons, like heav-
ily insulated wire, can send information quickly. Nonmyelinated axons send informa-
tion more slowly.

Think of a time when you touched a hot skillet. A sharp, fast, localized pain at the
moment your skin touched the pan caused you to jerk your hand away. It was followed
by a slow, dull, more diffuse burning pain. The fast-acting receptors are activated by
strong physical pressure and temperature extremes, whereas the slow-acting recep-
tors are activated by chemical changes in tissue when skin is damaged. In terms of
adaptation, fast pain leads us to recoil from harmful objects and therefore is protec-
tive, whereas slow pain keeps us from using the affected body parts and therefore
helps in recuperation (FIGURE 5.47).
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K] Pathway to the brain: 1 Resulting perception:

along the 5th cranial As a result, you know how the touch feels.
nerve (for touch above the
neck) or spinal nerves

(for touch on or below the
neck), through the thalamus,
to other areas of your brain.

Thalamus

5th cranial nerve
N

Vv

FIGURE 5.47 How We Experience Touch: The Sense of Pain

Stimuli: H Receptors:
When you touch something Fast fibers register sharp, fast Spinal
painful, you register pain pain. Slow fibers register duller, cord
with two types of receptors. more diffuse pain.

HOW ARE WE ABLE TO FEEL TOUCH AND PAIN?




FIGURE 5.48

Gate Control Theory

According to the gate control theory
of pain, neural “gates” in the spinal
cord allow signals through. Those
gates can be closed when information
about touch is being transmitted
(e.g., by rubbing a sore arm) or by
distraction.

GATE CONTROL THEORY The brain regulates the experience of pain, sometimes
producing it, sometimes suppressing it. Pain is a complex experience that depends
on biological, psychological, and cultural factors. The psychologist Ronald Melzack
conducted pioneering research in this area. For example, he demonstrated that
psychological factors, such as past experiences, are extremely important in deter-
mining how much pain a person feels.

With his collaborator Patrick Wall, Melzack formulated the gate control theory
of pain. According to this theory, we experience pain when pain receptors are acti-
vated and a neural “gate” in the spinal cord allows the signals through to the brain
(Melzack & Wall, 1965). These ideas were radical in that they conceptualized pain
as a perceptual experience within the brain rather than simply a response to nerve
stimulation. The theory states that pain signals are transmitted by small-diameter
nerve fibers. These fibers can be blocked at the spinal cord (prevented from reaching
the brain) by the firing of larger sensory nerve fibers. Thus, sensory nerve fibers can
“close a gate” and prevent or reduce the perception of pain. This is why scratching
an itch is so satisfying, why rubbing an aching muscle helps reduce the ache, and
why vigorously rubbing the skin where an injection is about to be given reduces the
needle’s sting (FIGURE 5.48).

CONTROLLING PAIN A number of cognitive states, such as distraction, can also
close the gate. Athletes sometimes play through pain because of their intense focus
on the game. Wounded soldiers sometimes continue to fight during combat, often
failing to recognize a level of pain that would render them inactive at other times.
Aninsect bite bothers us more when we are trying to sleep and have few distractions
than when we are wide awake and active.

Conversely, some mental processes, such as worrying about or focusing on the
painful stimulus, seem to open the pain gates wider. Research participants who
are well rested rate the same level of a painful stimulus as less painful than do

Somatosensory
cortex

Spinal cord
(includes neural “gates”)
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participants who are fearful, anxious, or depressed (Loggia, Mogil, & Bushnell,
2008; Sullivan et al., 2001). Likewise, positive moods help people cope with pain.
In a systematic review of the literature, Swedish researchers found that listening
to music was an extremely effective means of reducing postoperative pain, perhaps
because it helps patients relax (Engwall & Duppils, 2009).

DeCharms and colleagues (2005) have pioneered techniques that offer hope for
people who suffer from painful conditions. The researchers sought to teach people in
pain—many of these people in chronic pain—to visualize their pain more positively.
For example, participants were taught to think about a burning sensation as soothing,
like the feeling of being in a sauna. As they tried to learn such techniques, they viewed
fMRI images that showed which regions of their brains were active as they performed
the tasks. Many participants learned techniques that altered their brain activity and
reduced their pain.

Of course, there are more-traditional ways to control pain. Most of us have taken
over-the-counter drugs, usually ibuprofen or acetaminophen, to reduce pain percep-
tion. If you have ever suffered from a severe toothache or needed surgery, you have
probably experienced the benefits of pain medication. When a dentist administers
Novocain to sensory neurons in the mouth, pain messages are not transmitted to the
brain, so the mouth feels numb. General anesthesia slows down the firing of neurons
throughout the nervous system, and the patient becomes unresponsive to stimulation
(Perkins, 2007).

You can use your knowledge of pain perception anytime you need to reduce your
own pain or to help others in pain. Distraction is usually the easiest way to reduce
pain. If you are preparing for a painful procedure or suffering after one, watching an
entertaining movie can help, especially if it is funny enough to elevate your mood.
Music may help you relax, making it easier to deal with pain. Rapid rubbing can bene-
fit a stubbed toe, for example, or a finger that was caught in a closing drawer. You will
also feel less pain if you are rested, not fearful, and not anxious. Finally, try to visual-
ize your pain as something more pleasant. Of course, severe pain is a warning that
something in the body is seriously wrong. If you experience severe pain, you should be
treated by a medical professional.

Summing Up

How Are We Able to Feel Touch and Pain?

® Tactile stimulation gives rise to the sense of touch.

= Haptic receptors process information about temperature and pressure.

= Haptic receptors send signals to the thalamus, which projects to the primary somatosensory
cortex (in the parietal lobe).

m Pain receptors are located all over the body, but most pain is signaled by haptic receptors in
the skin.

m Fast, myelinated fibers 